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Preface

The First Workshop on Ancient Language Processing (ALP-2023) is co-located with the fourteenth
edition of Recent Advance in Natural Language Processing (RANLP) in Varna, Bulgaria on 8 September,
2023.

Ancient languages function as stores of the historical and cultural legacy of humanity. In recent years,
significant advancements have been made through the utilization of language technologies in the analysis
and interpretation of archaic languages. The purpose of the workshop is to establish a reputable platform
for both scholars and practitioners, facilitating the exchange of their most recent research findings and
fostering meaningful discussions.

The workshop has received thirty-six submissions covering a wide variety of ancient languages, including
Ancient Chinese, Ancient Tibetan, Ancient Greek, Latin, Etruscan, Akkadian, Sumerian, Ancient Syriac,
Ancient Hebrew, Basquenglish, Classical Arabic, Meroitic, Middle High German, Pali, and Sanskrit.
Among these, Latin, Greek, ancient Chinese, and Sumerian are prominently featured. Within the realm of
natural language processing, this collection of papers employs techniques that encompass a diverse range
of methodologies, spanning from qualitative analyses and corpus construction strategies to sophisticated
machine learning algorithms.

We have accepted sixteen papers for oral presentations and nine for poster presentations. The topics of
the accepted submissions include: morphological analysis, POS-tagging and lemmatization, parsing,
evaluation of LLMs, text annotation, corpus construction, distributional semantic models, emotion
recognition, machine translation, corrupted text correction, hand-written text recognition, intertextual
identification, stylistic analysis, named entity recognition, input method, and NLP pipeline systems. The
quality resonating through these submissions is genuinely commendable, highlighting the excellence that
characterizes the content of this workshop.

The field of ancient language processing is witnessing an expanding research community, driven by the
increasing availability of ancient language resources and the growing interest of scholars with machine
learning expertise in this domain. The strong turnout in the inaugural year of the ALP workshop serves
as a testament to this trend. Hence, we are confident that this event will continue to thrive, fostering
an environment for dynamic discussions and interdisciplinary collaborations in both the research and
applications of this domain.

We extend our gratitude to the members of the Program Committee for their exhaustive reviews,
including the acceptance of additional reviews. We are also appreciative of the RANLP conference
chairs, whose tremendous and timely assistance proved invaluable. Last but not the least, we would like
to extend our thanks to the student voluteers: Bolin Chang, Zhixiao Zhao, Yutong Zhang, Yixuan Zhang,
Kaixin Yin, Feng Xie, and Zhixing Xu.

The ALP-2023 Organizers
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Training and Evaluation of Named Entity Recognition Models
for Classical Latin

Marijke Beersmans and Evelien de Graaf and Tim Van de Cruys and Margherita Fantoli
KU Leuven, Faculty of Arts
Blijde Inkomststraat 21, 3000 Leuven, Belgium
marijke.beersmans@kuleuven.be
evelien.degraaf@kuleuven.be
tim.vandecruys@kuleuven.be
margherita.fantoli@kuleuven.be

Abstract

We evaluate the performance of various mod-
els on the task of named entity recognition
(NER) for classical Latin. Using an existing
dataset, we train two transformer-based Latin-
BERT models and one shallow conditional ran-
dom field (CRF) model. The performance is
assessed using both standard metrics and a de-
tailed manual error analysis, and compared
to the results obtained by different already re-
leased Latin NER tools. Both analyses demon-
strate that the BERT models achieve a better
f1-score than the other models. Furthermore,
we annotate new, unseen data for further evalu-
ation of the models, and we discuss the impact
of annotation choices on the results.

1 Introduction

Commonly an important precursor to information
extraction, text summarisation and the creation
of knowledge bases, Named Entity Recognition
(NER) has become a ubiquitous task in Natural
Language Processing (NLP). For modern high-
resource languages, generic NER off-the-shelf so-
lutions, focusing mainly on identifying locations,
organizations and people, can produce highly ac-
curate annotations. For historical languages, even
prolific ones like Latin, the task remains a chal-
lenge, in part due to a lack of annotated corpora
and tools (Ehrmann et al., 2021).

We pursue three main objectives with this paper:

* We compare the performance of three differ-
ent models for Latin NER using pre-existing,
openly available data. The comparison is both
quantitative and qualitative.

* Based on the analysis of existing annotations
and the results of automatic annotation, we
publish a new set of gold data, providing doc-
umentation of the most critical choices.

* By using the newly annotated data to assess
the results of NER, we publish the automatic

1

annotation by the best-performing model
of a large corpus of literary classical Latin
texts and documenting the strengths and weak-
nesses of the resulting annotation.

The paper contributes to the application of NLP
to Latin on a methodological level, since we pro-
pose a thorough analysis of the results of NER on
Latin and identify the most critical points. In ad-
dition, the paper is associated with the publication
of NER models and datasets, and documents the
choices that have been implemented. The paper
is structured as follows: after introducing existing
work and datasets related to NER for Classical Lan-
guages (Section 2), we describe the data used, and
the training of the models and their performance on
in-domain and out-of-domain test sets (Section 3).
Section 4 provides a qualitative error analysis of
the best performing model based on F1 metrics. In
section 5, we introduce the annotation of new data
from the LASLA corpus, and analyse the results
of the automatic annotation by the best-performing
model. The data and code related to this paper are
made available on a Github repository.!

2 Related work

Previous work has highlighted the challenges
linked to NER for Latin. Ehrmann et al. (2021)
identified among others the following relevant chal-
lenges concerning NER on historical documents:
variable and sparse feature space (generalizing over
different genres and domains, cf. Erdmann et al.
(2016)), dynamics of language such as spelling
variations and change in naming conventions, gen-
eral lack of resources (e.g. typologies from mod-
ern languages not fitting for historical documents).
In addition, Burns (2023) underlined another dif-
ficulty of the already scarce resources: differ-
ences in orthographic conventions and annotation

Thttps: //github.com/NER-AncientlLanguages/
Ner-Latin-RANLP.

Proceedings of the Ancient Language Processing Workshop associated with RANLP-2023, pages 1-12,
held in Varna Bulgaria, Sept 8, 2023.

https://doi.org/10.26615/978-954-452-087-8.2023_001


https://doi.org/10.26615/978-954-452-087-8.2023_001

schemes. Lastly, both Chastang et al. (2021) and
Torres Aguilar (2022) consider the frequency of
overlapped and nested entities in Latin as a chal-
lenge.

When it comes to existing models, Chastang
et al. (2021) trained a CRF-based model on Latin
medieval charters from Burgundy. Later Tor-
res Aguilar (2022) tested two approaches for cre-
ating a multilingual pipeline for medieval charters
(French, Spanish and Latin): the first uses contex-
tual and static embeddings coupled to a BILSTM-
CRF (Bidirectional Long-Short Term Memory)
classifier, and the second employs a fine-tuning
method using the pre-trained multilingual BERT
and RoBERTa models. For both of these efforts,
custom charter corpora were annotated. In the con-
text of the Herodotos project — which aims to
catalogue ancient ethno-political groups and their
interactions — Erdmann et al. (2016, 2019) created
a neural, BILSTM-CRF based entity recognizer
(Lample et al., 2016) trained on classical Latin
texts. In addition, NER is included in text analysis
pipelines for Latin, such as the Classical Language
Toolkit (CLTK; Johnson et al., 2021) and LatinCy
(Burns, 2023).

In recent years, transformer-based models (with
the BERT architecture as one of the prime instan-
tiations) have become the norm for various NLP
applications (Ehrmann et al., 2022; Sprugnoli et al.,
2022; Sommerschield et al., 2023). These mod-
els have been leveraged, inter alia, for Latin mor-
phosyntactic tagging (Wrébel and Nowak, 2022;
Mercelis and Keersmaekers, 2022; Nehrdich, 2022)
and translation alignment for ancient languages
(Yousef et al., 2022b), which could also be lever-
aged for named entity projection from modern lan-
guages given a parallel corpus (Yousef et al., 2023).
For Greek NER, a BERT-based approach equally
proved to be effective (Yousef et al., 2022a). There
already exists a transformer-based model for Latin
(LatinBERT; Bamman and Burns, 2020) but to
the best of our knowledge, it has not yet been fine-
tuned on the task of named entity recognition.

Regarding datasets, the Herodotos dataset (at
the time of training) is the only available NER
dataset for classical Latin (Erdmann et al., 2019,
2023). Additionally, the authors of the LatinCy
pipeline are planning to make their custom dataset
publicly available (Burns, 2023). Lastly, the mul-
tilingual Medieval charter dataset, which includes
non-classical Latin (Torres Aguilar, 2022), is avail-

text # tokens
BGall. 58,621
NH 35,672
Ep. 18,571
Ars am. 17,102
BCiv. 4,819

Table 1: Number of tokens per text in the Herodotos
dataset

able online.>2 We decided to annotate new material
to augment the availability of data for classical
Latin.

3 Data and methods
3.1 Data

The Herodotos dataset contains two full texts, Cae-
sar’s Bellum Gallicum (BGall.) and Ovid’s Ars
Amatoria (Ars am.), and excerpts from three other
texts: a part of the first book of Caesar’s Bellum
Civile (BCiv.); book 1, book 2 and a part of book
3 of Pliny the Younger’s Epistulae (Ep.); the pref-
ace, first and a part of the second book of Pliny
the Elder’s Naturalis Historia (NH). The editions
were taken from the Latin Library (Carey, s.d.) and
the Perseus Project (Smith et al., 2000). Table 1
contains an overview of the dataset sizes.

The texts are manually annotated for location
(‘LOC’), person (‘PERS’) and (socio-ethnic) group
(‘GRP’) entities (Erdmann et al., 2016). The an-
notations are encoded in BIO-format, where each
token is mapped to an ‘O’ (for ‘outside’, not an en-
tity) or an entity type with either a B- or an I-prefix.
The B-prefix, for ‘beginning’, indicates the first
or only word of an entity whereas the I-prefix, for
‘inside’, specifies a continuation of a multi-word
entity. Nested entities were not considered.

On the whole dataset, minimal preprocessing
was performed to iron out formatting mistakes. Af-
terwards, the five works were divided into two parts:
in-domain, used for training and in-domain testing,
and out-domain, used exclusively for out-domain
testing. The latter should assess the model’s gen-
eralizing capabilities to texts that are significantly
different from the data it was trained on. In this ex-
periment, the in-domain part consisted of the prose
texts, (BGall., Bciv., Ep. and NH.) The out-domain
part consisted of the one poetry text, Ars. Am..

2https://gitlab.com/magistermilitum/ner_
medieval_multilingual/



type frequency
Train Validation
O 82,696 13,846
B-PERS 2,706 473
I-PERS 618 125
B-LOC 839 169
I-LOC 31 10
B-GRP 1,271 207
I-GRP 4 2

Table 2: Frequency of entity types in train (left) and
validation set (right)

The in-domain texts were then split into three
sets: a training set (75%), a validation set (12.5%)
and an in-domain test set (12.5%). As the BERT-
model processes input on the sentence level, the
sentence order was randomized. The sentences
containing rare multi-word locations and groups
were identified and split separately. Each of those
splits was later appended to one of the three sets
to ensure that each contained entities of every type.
The frequencies of the entity types can be found
in Table 2 (train and validation split) and in the
‘support’ column of Table 5 (test split).

To ensure representative testing, the data was
augmented with manually annotated test sets from
the LASLA corpus in the second part of this paper
(see Section 5), both for in-domain prose and out-
domain poetry.

3.2 Model training and evaluation

We created two models on the Herodotos dataset
and compared the results of these models to
those obtained using the recently released LatinCy
toolkit. The models we trained (finetuned) our-
selves are:

¢ A conditional random field (CRF) model. Erd-
mann et al. (2016) use a CRF-based baseline
in a similar context. This model is fairly sim-
ple and will serve as a starting point for com-
parison.

e LatinBERT (Bamman and Burns, 2020), a
specialized BERT model for Latin, trained us-
ing the Masked Language Modeling objective
on a corpus of 642.7M words, ranging from
classical Latin (from 200 BCE onwards) to
Neolatin from Wikipedia. We made use of
the pre-trained model, and finetuned it on the
NER dataset.

The results of these models are compared to Lat-
inCy, a SpaCy pipeline for Latin, and for the
LASLA test set (see below) to the Herodotos en-
tity recognizer (Erdmann et al., 2016) as well. In
order to train several SpaCy pipelines (Honnibal
and Montani, 2017) for Latin (viz. a small, medium
and /arge model), Burns (2023) leveraged the five
Latin Universal Dependencies treebanks and sev-
eral large Latin corpora. LatinCy’s named entity
recognizers were trained separately from the rest
of their respective pipelines, on a custom-made
dataset based on the UD treebanks and the dataset
of the Herodotos project. For this paper, we tested
the large (‘la_core_web_lg’) pipeline, as well as
the ‘la_core_web_trf” pipeline, which is backed
by the multilingual BERT transformer architecture
(Devlin et al., 2018).

The next two subsections describe the training
setup for our models; section 3.3 discusses the
results of the models we trained, as well as a com-
parison to LatinCy’s performance.

3.21 CRF

For the CRF model, we made use of an implementa-
tion based on CRFsuite (Okazaki, 2007). We speci-
fied the optimization method as /-bfgs, set the max-
imum number of iterations to 100 and considered
all possible transitions, The following hand-crafted
features are incorporated: whether the word is a
digit, capitalised or fully upper-cased; whether the
word is the first or last word of a sentence; the last
three letters; the last two letters; a context window
of two left words and two right words. Following
Palladino et al. (2020), the whole word itself was
not included, because this might aid generalization
to other contexts.

Hyperparameter optimization was performed us-
ing a 50-fold random search, to optimize the two
regularisation coefficients cl (search space expo-
nentially distributed on scale 0.5) and c2 (search
space exponentially distributed on scale 0.05). The
best hyperparameters were 0.183 and 0.086 for cl
and c2 respectively.

3.2.2 LatinBERT

Prior to the finetuning of LatinBERT, we incorpo-
rated the original subword tokenizer into our own,
custom tokenizer to ensure the model was fully
compatible with the transformers library (Wolf
et al., 2020). All words were lowercased during
tokenization. We proceeded to utilize the trans-
formers trainer API both with and without hyperpa-



Hyperpar. Initial Optimized
Learning rate 2.00e-5 7.89e-5
Weight decay 0.01 0.10
Number of train epochs 3 3

Table 3: initial hyperparameters (LatinBERT1) vs. opti-
mised hyperparameters (LatinBERT2)

rameter optimization (results reported under Latin-
BERT?2 and LatinBERT1 respectively). During the
experiments with hyperparameter optimization, we
specified the optimization method as random. The
metric for evaluation is the validation loss, and the
goal is to minimize it based on a ten-fold search.
Table 3 provides a comparison of the hyperparame-
ters used. In both cases the per-device train batch
size is 16 and the warmup ratio is 0.1.

3.3 Results

In Table 4 we report the micro-averaged f1 (or
accuracy) based on the token labeling. The micro-
averaged f1 computes the proportion of correctly
classified observations out of all observations. In
Table 5, for every entity type (‘PERS’, ‘LOC’,
‘GRP’), we report the fl score (harmonic mean
of precision and recall) on the entity level, where
the full entity is only considered correct if the an-
notations for all its comprising tokens match the
gold standard exactly, and the macro f1, where the
results for each model are averaged across the var-
ious labels without taking class size into account.
In Appendix A, more detailed counts per label are
provided (Table 10).

The overall results in Table 4 show that there
is a drop in performance going from in- to out-of-
domain, signaling a difficulty to generalize from
prose to poetry. Both LatinBERTSs outperform the
other models in- and out-of-domain. However, it
is important to note that optimizing the hyperpa-
rameters causes a slight increase in macro-f1 on
the in-domain dataset, but a symmetrical, decrease
on the out-of-domain dataset. Looking at the entity
level metrics in Table 5, ‘PERS’ is the class that is
the easiest to predict for every model. For the mod-
els exclusively trained on the Herodotos data (the
CREF and LatinBERTS), single word groups are a
relatively well-understood category in-domain, but
cause problems out-of-domain. Unfortunately, no
multi-token ‘GRP’ were correctly detected, which
can be explained by their rarity. Multi-token ‘LOC’
are also rarely detected, with only the BERT mod-

els being able to recognize some in-domain (See
again Table 10).

4 Error analysis

4.1 Ambiguous annotations in the training
data

Although guidelines for named entities in classical
scholarship exist (Romanello and Najem-Meyer,
2022), for classical Latin texts, they are still lack-
ing (see Section 5). This is reflected in our dataset.
We can hypothesize that this impacts the overall
performance of the models. In particular, some
tokens are annotated as different entities through-
out the dataset. In some cases, this is due to the
inherent ambiguity of the token, as in the following
examples:

* Homonyms: Galli (genitive singular of ‘Gal-
lus’, name of a man) as ‘PERS’ in Ars am.
3.334 or ‘GRP’ in BGall. 1.1 (‘the Gauls’);

* Tokens that occur both as entity and non-
entity in the dataset: e.g. Liber (a divinity,
but also ‘book’), forms of Sol (divinity ‘Sun’
and the sun), and Gratia (‘grace’, but also
the divinity ‘Grace’) appear both as entities
(personifications, usually capitalized) and non-
entities (regular use);

* Patronyms such as Atrides (‘descendant of
Atreus’): sometimes forms of these refer to
one specific person, sometimes to a group.

In other cases, the differences seem to stem from
inconsistent annotation choices:

* Multi-token entities that contain a toponym:
e.g. the entity Amphilocho Athenaeo (‘Am-
philochus of Athens’) in NH is annotated
both as ‘B-PERS B-GRP’ and as ‘B-PERS
I-PERS’; or a building with a name aedem
Larum (‘the temple of the Lares’, NH 2.5) is
annotated as ‘O B-GRP’, while aedem Fer-
oniae (‘the temple of Feronia’, NH 2.56) is
annotated as ‘B-LOC I-LOC’;

Persons referred to with only a toponym: e.g.
Cressa (‘the Cretan woman’, Ars am. 1.327)
is annotated as ‘B-GRP’, while Cynthius (‘the
Cynthian’, Ars am. 2.239) is annotated as
‘LOC’;

* Unnamed entities annotated in some cases and
not in others: e.g. some of the occurrences of



micro f1 CRF LB1

LB2 LatinCylg LatinCy trf support

Caesar/Pliny’s (IN) BIO-labels 098 0.99 0.99 0.96 0.95 14,686
Bl-labels 0.79 0.90 0.92 0.60 0.58 1,048
Ars am. (OUT) BIO-labels 0.97 0.98 0.98 0.96 0.95 17,102
Bl-labels 0.39 0.65 0.60 0.39 0.31 570

Table 4: micro f1 on the Herodotos selected test-set; LB stands for LatinBERT

CRF LB1 LB2 LatinCylg LatinCy trf support

Caesar/Pliny’s (IN) PERS 0.80 091 0.92 0.64 0.64 474
LOC 0.66 0.85 0.87 0.61 0.54 218

GRP 0.74 0.89 091 0.02 0.06 247

macrofl 0.74 0.88 0.90 0.43 0.44 939

Ars Am. (OUT) PERS 044 0.76 0.72 0.47 0.36 375
LOC 030 043 0.38 0.28 0.18 87

GRP 025 045 040 0.00 0.05 107

macrofl 033 0.54 0.50 0.25 0.20 569

Table 5: fl-score per entity type on the Herodotos selected test-set

prouincia (‘province’) and terra (‘region’) are
annotated as ‘LOC’, and some of the occur-
rences of equestri and praetori as ‘GRP’.

In addition, entire parts of text are not annotated in
Ars am. and NH. The scarcity of data also appears
to be a problem: out of the 180 unique tokens that
were not correctly identified by any model, 132 do
not occur in the training data.

4.2 Qualitative analysis LatinBERT

In this section, we perform a qualitative error anal-
ysis of the performance of the two best-performing
models, LatinBERT1 and 2, on both the in-domain
and out-of-domain sets, in order to better under-
stand the origin of the errors. First, LatinBERT1
and LatinBERT2 share common issues, that are
generally not encountered by at least one of the
other two models:

* Boundary detection proves particularly diffi-
cult with lists of names: Lysiae Demosthenen
Aeschinen Hyperiden multosque praeterea,
Gracchis et Catoni Pollionem Caesarem
Caelium [...] (Ep. 1.20.4). Both models
correctly identify 4 separate entities in the
first part (Lysiae .. Hyperiden) but label ‘Pol-
lionem Caesarem Caelium’ as one entity. In
addition, we find I-labels predicted for entities
not occurring after B-label: for instance, both
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LatinBERT: predict ‘I-LOC’ for Memphitidos
(‘of Memphis’, Ars am. 3.393) (‘B-GRP”’ is
the gold data) without assigning ‘B-LOC’ to
a previous token.

* Entities with foreign names are often pre-
dicted as non-entity: e.g. Adadu, Calymne,
Therapnaeus, and Andromeda.

* Complete sentences with clear entities pre-
dicted as non-entities in out-of-domain data
(entities in bold): e.g. Dextra Lebinthos erat
siluisque umbrosa Calymne | Cinctaque pis-
cosis Astypalaea uadis (Ars am. 2.81-2) -
non-entity predictions for all entities by Latin-
BERT?2; LatinBERT1 only for Astypalaea.

LatinBERT1 and LatinBERT? differ only in the
optimization of the hyperparameters, which seems
nonetheless to have a relevant impact on the per-
formance. In a total of 223 cases, the prediction
of LatinBERT?2 differs from LatinBERT1. Table 8
in Appendix A shows that LatinBERT1 slightly
outperforms LatinBERT?2 on the label ‘B-PERS’.
However, in several cases, the prediction of Latin-
BERT?2 classifies the category correctly but with
wrong segmentation, predicting ‘I-PERS’ instead
of ‘B-PERS’, whereas LatinBERT1 also classifies
incorrectly. In 46 of the cases where only Latin-
BERT1 is correct, LatinBERT2 predicts a non-



entity. 42 of these tokens did not appear in the train
or validation set and the others were either anno-
tated both as entities and ‘O’ or appeared only once
in the training data. Besides this, many differences
can be explained by the difficulties in ‘GRP’/‘LOC’
distinction identified in Section 4.1.

5 Annotation of the LASLA corpus

In what follows, we discuss the performance of the
same NER models on the LASLA Latin corpus.?
As the LASLA corpus includes a diverse range of
classical Latin texts, it represents an interesting test
set to investigate the generalisability of the models.
With this procedure, we also establish criteria for
the annotation of the most problematic classes. In
addition, we augment the test set by including both
prose and poetry works (resp. in-domain and out-
of-domain) which do not appear in the training data
and that belong to different genres with respect to
the training data. Overall, this process allows us to
reach conclusions on the urgency of guidelines, of
data generation, and the generalisability of existing
models across different projects.

The portion of the LASLA corpus used for this
experiment is composed of 1,738,435 tokens, be-
longing to 130 Latin literary texts by 21 authors
ranging from the 2nd century BCE to the 2nd
century CE. It is linked to the LiLa Knowledge
Base, an open-ended Knowledge Base of linguistic
Linked Data (Passarotti et al., 2020). The URIs
for lemmas and tokens provided by the linking are
published to ensure interoperability and reusability
of the data.*

5.1 Texts annotated

To evaluate the performance of the models on the
LASLA corpus, we annotated texts from three dif-
ferent authors. As in-domain data, we chose to
annotate Tacitus’ Historiae (Hist.) book 1 and the
first of Cicero’s Orationes Philippicae (Phil.) and
for out-of-domain the first three of Juvenal’s Sat-
urae (Juv.). Tacitus and Cicero were selected as
‘in-domain’ data since they belong to non-fictional
prose. Moreover, the Phil. are a different genre
(oratory) than the Herodotos training data and Taci-
tus (Historiography and Epistolography). Juvenal’s
poetry, with its mentions of historical people, was
selected to challenge the model, since the out-of-

3https://www.lasla.uliege.be
*https://github.com/NER-AncientlLanguages/
Ner-Latin-RANLP

domain testing of Ovid’s Ars am., on the contrary,
primarily mentions mythical persons. Good perfor-
mance on these texts would indicate the models’
generalisability.

5.2 Annotation process and choices

The texts were annotated by two Latin experts us-
ing the BIO-format for the entities location, person,
and group (see Section 3.1). The Herodotos project
annotation was taken as a reference, and the chal-
lenging points were discussed in order to address
the shortcomings identified in Section 4.1. Cohe-
sion between the annotations of the two experts was
guaranteed by joint annotation of 4,463 tokens of
the Saturae (Juv. 1-3). The Inter-Annotator Agree-
ment (IAA) was calculated using Cohen’s Kappa
score (Cohen, 1960). The IAA is calculated both
including and excluding the label ‘O’. The result-
ing values are 0.87 (incl. ‘O’) and 0.74 (excl. ‘O’).
The confusion matrix (excl. ‘O’) is shown in Fig-
ure 1 of the Appendix A. The biggest disagreement
concerns the label ‘B-GRP’. The difficulties with
the annotation of ‘GRP’ can be divided into two
categories: annotation of adjectives derived from
toponyms (Tuscus - ‘Tuscan’, Aegyptius - ‘Egyp-
tian’, Graecus - ‘Greek’) and groups of individu-
als that do not fit the definition of political/ethnic
groups as defined by the Herodotos project. Ex-
amples of this last category are names of families
(e.g Gracchos (2.24) - ‘The Gracchii’), names used
as a generic category (e.g. Proculas et Pollittas
(2.68) - ‘women like Procula and Pollitta’), gods
(Asianorum ... deorum (3.218) - ‘Asian gods’),
and other groups such as Socraticos ... cinaedos
(2.10 - ‘Socratic catamites’) and Manes (2.149 -
‘Shades’). For adjectives derived from toponyms,
the annotators agreed to use ‘GRP’ to align with
the Herodotos project. For the other categories,
‘GRP’ is used following the definition of the sub-
category ‘PER.Group’ from the Automatic Content
Extraction Guidelines (Consortium, 2008) for any
Person entity referring to more than one person.
Finally, we chose not to annotate nicknames as
‘PERS’ entities (e.g. Uenusina ... lucerna (1.51)
- “The Venusinian light’, Horace, was only anno-
tated as ‘B-LOC ... O’). Following the first round
of joint annotation, an agreement was reached on
problematic points to enhance the consistency of
the remaining annotation.



micro f1 CRF LB1 LB2 LatinCylg Herodotos support
Tac. and Cic. (IN) BIO-labels 0.96 0.97 0.98 0.96 0.97 15,737
Bl-labels 0.61 0.78 0.79 0.66 0.72 1,320
Juv. (OUT) BIO-labels 0.96 0.96 0.96 0.96 0.96 4,399
Bl-labels 045 048 0.50 0.51 0.48 284
Table 6: micro fl on the LASLA corpus; LB stands for LatinBERT
CRF LB1 LB2 LatinCylg Herodotos support
Tac. and Cic. IN) PERS 0.65 0.83 0.85 0.66 0.74 711
LOC 0.31 0.51 0.55 0.53 0.49 222
GRP 043 0.61 0.64 0.02 0.60 154
macrofl 046 0.65 0.68 0.40 0.61 1,087
Juvenal (OUT) PERS 048 0.53 0.64 0.64 0.59 143
LOC 0.32 046 0.36 0.44 0.27 83
GRP 047 040 0.52 0.00 0.23 36
macro f1 043 046 0.51 0.36 0.37 262

Table 7: fl1-score per entity type & macro f1 on the LASLA corpus

5.3 Results of running the model

Table 6 shows that when labelling single tokens
LatinBERT?2 outperforms the other models on
in-domain data, whereas the models score very
close on out-of-domain data, with LatinCY scoring
slightly higher than LatinBERT?2.> Table 7 shows
that LatinBERT?2 predicts entire entities better than
the other models, except for the category ‘LOC’ on
out-of-domain data, where LatinBERT1 performs
better. These results confirm LatinBERT2’s gen-
eral good performance, but also its again somewhat
unexpected behavior on poetry.

5.4 Error Analysis
5.4.1 Challenging aspects of NER prediction

Similarly as to the Herodotos data, many errors
can again be related to the inherent ambiguity of
Latin and/or the choices made in annotation (cf.
Section 4.1). Both on the in- and out-of-domain
LASLA data, errors were made that are related

The major increase in performance of LatinCy on the
LASLA data can be explained by two reasons: first, 38% of
total errors of LatinCy concern the GRP-entities, of which
there are relatively less in the LASLA test data (23.5% of the
total entities are ‘GRP’s in Herodotos, whereas in the LASLA
14.1%); second, many other errors are caused by the tendency
of LatinCy to predict entities for any and all capitalized words.
In the Herodotos data, all sentences start with a capital, creat-
ing many errors for LatinCy; in the LASLA, capitalization is
absent, hence such errors do not occur.

to ambiguous tokens that occur both as entity and
non-entity, albeit slightly more present in out-of-
domain, e.g. Pax atque Fides, Uictoria, Uirtus
(‘The Goddesses Peace, Faith, Victory and Virtue’,
Juv. 1.115). Also for the LASLA test-set, tokens
annotated differently across the Herodotos train-
ing data result in multiple errors. For instance,
non-capitalized forms of prouincia and urbs are
annotated as ‘LOC’ in the training data only when
they refer to a precise location. Likewise, princeps
and imperator are annotated as ‘PERS’ only where
they refer to specific emperors. Lastly, words like
domus and aedes are sometimes annotated when
they indicate a specific location: for example, aede
Apollinis - ‘the temple of Apollo’ and Tiberianam
domum - ‘the palace of Tiberius’. Even though
the Herodotos training data are not fully consistent
in these annotations, the LASLA annotation did
strictly follow these guidelines, which highlighted
the inconsistent behavior of models with respect to
these points.

5.4.2 Qualitative analysis LatinBERT on the
LASLA dataset

In Section 4.2 we observed that LatinBERT1 and
LatinBERT?2 share common issues, that are gener-
ally not encountered by at least one of the other
two models. On the LASLA corpus, similar and
additional observations can be made. Boundary



detection issues occur in comparable instances on
the LASLA corpus, such as predicting separate en-
tities in lists and predicting I-labels for entities not
occurring after B-label. However, an additional
boundary complication occurs in poetry in difficult
nested cases such as the entity Cecropiam ... Co-
tyton (Juv. 1.7-9) separated by the entity Baptae
occurring in between (this created the annotation
‘B-PERS B-GRP I-PERS’). Both LatinBERTS pre-
dict a non-entity for Baptae and Cotyton. As in
the Herodotos test set, foreign names again proved
particularly difficult, in the LASLA out-of-domain
especially those with a Greek accusative ending in
‘n’ (e.g. Euphraten (Juv. 1.104). Of the 10 tokens
with this ending only Deucalion (1.81) is predicted
correctly as an entity by LatinBERT1.% Lastly, in
the out-of-domain data we again find complete
sentences that contain multiple entities for which
non-entities are predicted.

A close analysis of the performance on tokens
where the manual annotation differed shows some
additional challenging categories. Of the 69 tokens
where the manual annotation differed, LatinBERT1
got 39 wrong (accounting for 20.5% of its total
errors), and LatinBERT2 got 41 wrong (accounting
for 22.5% of its total errors). For instance, both
LatinBERTSs predict ‘O’ for most groups of indi-
viduals that did not fit the political/ethnical ‘GRP’
category, except for some family names (e.g. Cat-
uli, Fabii). For Literary works identified by a
personal name, another category where the anno-
tators disagreed but were eventually not annotated,
LatinBERT?2 predicts an entity but LatinBERT1 ‘O’
(e.g. Theseide (1.2); Heracleas | aut Diomedeas
(1.52-3)). Lastly, for the category of persons re-
ferred to with only a toponym, also identified as
an issue in Section 4.1, we annotated ‘LOC’ but
the LatinBERTSs predicted ‘GRP’: e.g. non Mau-
rus erat neque Sarmata nec Thrax (‘it was not a
Moroccan nor a Sarmatian nor a Thracian’, 3.79).

The comparison between the two LatinBERT's
shows that on the in-domain LASLA data, Latin-
BERT?2 outperforms LatinBERT1, especially on
I-labels (cf. Appendix A, Table 9). When consid-
ering I-label errors, both LatinBERTS classify the
category correctly for more than half of these errors
(40 out of 78 for LatinBERT1; 32 out of 62 for Lat-
inBERT?2), but wrongly assign the ‘B-’ label: the
problem thus lies again with the boundary detec-

®This is particularly surprising since in the Herodotos test-

set LatinBERT1 correctly predicted 29 out of 40 of such forms,
and LatinBERT?2 22.

tion. On the out-of-domain data, LatinBERT?2 out-
performs LatinBERTT1 in the ‘B-PERS’ category.
As on the Herodotos project test data, in the major-
ity cases where only LatinBERT1 is correct, Latin-
BERT?2 predicts a non-entity: for the in-domain set
22 out of 27 total cases concern words absent from
the train/validation set, for out-of-domain 16 out of
18.

This analysis confirmed that the categories iden-
tified in Section 4.2 are difficult for NER. It also
emphasised the differences between in- and out-of-
domain data: models only trained on prose perform
worse on poetry due to stylistic and thematic differ-
ences.

6 Conclusions and future work

The process of training two new models on exist-
ing data, comparing their results on previously and
newly annotated data, and comparing their perfor-
mance to existing models allows us to draw sev-
eral conclusions. First, the good performance of
LatinBERT1 and 2 demonstrates the interest of ap-
plying transformer-based models for the NER
task on Latin. Especially for the category ‘PERS’
the two models yield satisfactory results. However,
the analysis of the annotations and the errors has
shown that the development of guidelines is cru-
cial to ensure the consistent annotation of datasets
that can be reused as training- and test-sets across
different projects and for different models. In ad-
dition, the significantly worse performance of the
models on poetry indicates the need for training
data for this specific type of texts. Future work
should also consider improving the preprocessing
and normalization of training data (e.g. harmoniz-
ing the use of the ‘v/u’ ‘i/j’ pairs), and testing the
use of multilingual BERT models that include Latin
(mBERT, XLM-Roberta) (Sprugnoli et al., 2022;
Nehrdich, 2022). Likewise, additional linguistic
information available in the LASLA corpus (e.g.
lemmatization and PoS tagging) might improve the
results of the NER. Finally, after we establish a sys-
tem for Named Entity Disambiguation employing
information from existing extensive resources, we
will explore the potential of mutual reinforcement,
i.e. we will consider whether results from one sys-
tem can improve the other and vice-versa as argued
by Kolitsas et al. (2018).
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A Appendix

Confusion Matrix

Ann2 labels
FGEO B-GEO B-PER
'

IGRP B-GRP  IPER

B-PER  B-GEO

GEO
Annl labels

-PER

B-GRP

-GRP

Figure 1: IAA on Juv. Saturae 1-3, label ‘O’ excluded

Gold label 1 & 2 wrong 1 correct 2 correct
0] 0 11 25
B-PERS 13 47 24
I-PERS 2 1 1
B-LOC 14 12 14
I-LOC 0 0 2
B-GRP 18 16 12
I-GRP 1 0 0
Total 58 87 78

Table 8: Comparison of differences in prediction be-
tween LatinBERT1 (1) and LatinBERT2 (2) on the

Herodotos data.

Gold label 1 & 2wrong 1correct 2 correct
IN OUT IN OUT IN OUT
O 0 0o 7 5 7 7
B-PERS 1 6 14 8 20 22
I-PERS 2 3 4 0 14 0
B-LOC 2 7 6 15 11 9
I-LOC 3 30 0 5 0
B-GRP 14 3 6 4 10 5
I-GRP 1 0 o0 0 O
Total 23 22 37 32 67 43

Table 9: Comparison of differences in prediction be-
tween LatinBERT1 (1) and LatinBERT?2 (2) on in and

out-of-domain LASLA data.
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CRF LB1 LB2 LatinCylg LatinCy trf support

Caesar/Pliny’s (IN) B-PERS 0.83 093 0.94 0.75 0.73 474
I-PERS 0.86 0.89 091 0.43 0.52 98

B-LOC 0.70 0.87 0.90 0.64 0.56 218

I-LOC 0.00 0.33 0.50 0.00 0.00 8

B-GRP  0.77 090 0.92 0.02 0.06 247

I-GRP 0.00 0.00 0.00 0.00 0.00 3

Ars Am. (OUT) B-PERS 048 0.76 0.72 0.47 0.36 375
I-PERS  0.06 0.00 0.00 0.00 0.00 1

B-LOC 030 043 0.38 0.28 0.18 87

B-GRP 025 045 040 0.00 0.05 107

Table 10: f1-score per entity type on the Herodotos dataset; LB stands for LatinBERT

CRF LB1 LB2 LatinCylg Herodotos support

Tac. and Cic. IN) B-PERS 0.71 0.88 0.89 0.84 0.81 711
I-PERS  0.78 0.81 0.85 0.24 0.79 188

B-LOC 0.33 0.58 0.60 0.57 0.52 222

I-LOC 0.00 0.00 0.18 0.00 0.13 42

B-GRP 043 0.61 0.62 0.03 0.60 154

I-GRP 0.00 0.00 0.00 0.00 0.00 3

Juv. (OUT) B-PERS 0.55 0.55 0.65 0.66 0.64 143
I-PERS  0.23 0.00 0.00 0.00 0.19 7

B-LOC 0.35 0.50 0.39 0.44 0.27 83

I-LOC 0.00 0.00 0.00 0.00 0.00 14

B-GRP 047 040 0.52 0.00 0.23 36

I-GRP 0.00 0.00 0.00 0.00 0.00 1

Table 11: f1-score per entity type on the LASLA corpus
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Abstract

Contextual language models have been trained
on Classical languages, including Ancient
Greek and Latin, for tasks such as lemmati-
zation, morphological tagging, part of speech
tagging, authorship attribution, and detection
of scribal errors. However, high-quality sen-
tence embedding models for these historical
languages are significantly more difficult to
achieve due to the lack of training data. In
this work, we use a multilingual knowledge dis-
tillation approach to train BERT models to pro-
duce sentence embeddings for Ancient Greek
text. The state-of-the-art sentence embedding
approaches for high-resource languages use
massive datasets, but our distillation approach
allows our Ancient Greek models to inherit
the properties of these models while using a
relatively small amount of translated sentence
data. We build a parallel sentence dataset us-
ing a sentence-embedding alignment method to
align Ancient Greek documents with English
translations, and use this dataset to train our
models. We evaluate our models on transla-
tion search, semantic similarity, and semantic
retrieval tasks and investigate translation bias.
We make our training and evaluation datasets
freely available at this url.

1 Introduction

Sentence embedding models, which map sentences
or other sequences of text to a dense vector space,
such that semantically similar sentences are close
together in the vector space, have many applica-
tions in NLP. Current state-of-the-art sentence em-
bedding models, however, are trained on modern,
high-resource languages such as English and use
massive datasets consisting of billions of sentence
pairs (Ni et al., 2022). A different approach is
needed for historical languages, which have much
less data available.

In this work, we train several sentence embed-
ding models for Ancient Greek. Many more An-
cient Greek texts have survived compared to texts

dtate,
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from most other ancient languages, which makes
sentence embedding models both more feasible and
useful.

Several previous works have trained language
models for Ancient Greek. Johnson et al. (2021)
introduced the Classical Language Toolkit (CLTK)
which includes several tools for Ancient Greek pro-
cessing, including static word embeddings. Singh
et al. (2021) fine-tuned a Modern Greek BERT
model (Koutsikakis et al., 2020) on Ancient Greek
text for PoS tagging, morphological tagging, and
lemmatization tasks. Yamshchikov et al. (2022)
trained a BERT model for authorship classifica-
tion of Pseudo-Plutarch texts. Cowen-Breen et al.
(2023) trained another BERT model for the pur-
pose of identifying errors in scribal transmission.
Riemenschneider and Frank (2023) produced the
most comprehensive work on Classical language
models to date, training multiple models on a large
multilingual corpus of Ancient Greek, Latin, and
English texts and comprehensively evaluating and
comparing their new models to previous models on
a variety of tasks. None of these works, however,
produce sentence embedding models for Ancient
Greek.

Although there are many digitized Ancient
Greek texts available, there is a lack of suitable
training data for training sentence embedding mod-
els from scratch. The best approaches for high-
resource languages involve large human-annotated
datasets, such as the natural language inference
(NLI) datasets used by Sentence-BERT (Reimers
and Gurevych, 2019). Needless to say, such
datasets are not available for Ancient Greek.

Following Reimers and Gurevych (2020), we
use multilingual knowledge distillation to train sen-
tence embedding models with an aligned vector
space for Ancient Greek and English. Given a
teacher model M for a language s, and a dataset
of translated sentences ((s1,t1)..(Sn, t)) Where s;
and ¢; are parallel sentences, we train a new stu-

Proceedings of the Ancient Language Processing Workshop associated with RANLP-2023, pages 13-22,
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Figure 1: Multilingual knowledge distillation for En-
glish to Ancient Greek sentence pairs.

dent model M to mimic the sentence embeddings
of the teacher M using mean squared loss, such
that M (s;) ~ M(t;) and M(t;) ~ M(s;). In our
case, the teacher model is English and the student
model learns both Greek' and English embeddings.

This approach has numerous advantages: 1) it
requires a relatively small amount of training data,
2) the student model inherits the vector space prop-
erties of a state-of-the-art English sentence embed-
ding model, 3) the student model is multilingual,
and 4) the vector spaces are aligned across lan-
guages.

The cross-lingual nature of this approach is espe-
cially useful for Ancient Greek semantic retrieval,
since it is much easier to formulate search queries
in English than in Ancient Greek. Although it is
possible to operate on the English translations of
Greek texts, translations are not readily available
for all Greek texts, and the available translations are
usually not aligned at the sentence level, making
it difficult to quickly find the corresponding Greek
text. Furthermore, English translations can suffer
from various kinds of translator bias, whereas a
language model that operates directly on the Greek
text can offer an “average” of multiple translators’
interpretations of the text (See Section 4.4).

We produce a training dataset of parallel sen-
tences using a two-step translation alignment pro-
cess: an initial, smaller dataset was produced using
a sentence-length heuristic and dictionary-based
alignment technique (Hal4csy et al., 2007), and
this initial dataset was used to train an intermedi-
ate multilingual sentence embedding model, which
was used to align a larger dataset using the ap-
proach introduced by Liu and Zhu (2023), which

"When we refer to “Greek” in an unqualified way in this
paper we are referring to Ancient Greek.
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uses sentence embeddings for state-of-the-art align-
ment quality.

We create new evaluation datasets for Ancient
Greek translation search, semantic textual simi-
larity (STS), and semantic retrieval (SR) and we
evaluate our models on these datasets.

In summary, our contributions are as follows:

1. We use a multilingual knowledge distillation
approach to train several Ancient Greek sen-
tence embedding models.

We use translation alignment to produce a
dataset of Ancient Greek sentences and their
English translations.

. We develop evaluation datasets for translation
search, semantic retrieval, and semantic tex-
tual similarity, and we evaluate our sentence
embedding models on these tasks.

2 Training

2.1 Base Models

To train a sentence embedding model, we first need
a base language model trained on Ancient Greek
text. The existing Ancient Greek language models
were unsuitable for our purposes; most of them
are monolingual, but we are training a multilin-
gual model. The models trained by Riemenschnei-
der and Frank (2023) would be the best candi-
dates because they include English, but one of their
goals was to avoid contamination from modern lan-
guages, such as modern concepts and technology
like cellphones which were unknown in antiquity.
However, for us this is not a concern, since one of
our goals is to train a model to facilitate semantic
search with modern language and terminology.

Instead, we fine-tune multilingual BERT-base
(mBERT) (Devlin et al., 2019) and XLM-
RoBERTa-base (XLLM-R) (Conneau et al., 2020)
for our base models. Pires et al. (2019) shows
that low-resource languages can benefit from mul-
tilingual pre-training. We use masked language
modeling (MLM) to fine-tune mBERT, (denoted as
gremMBERT) and XLM-R (denoted as grcXLM-R)
with Ancient Greek text, and we use these as base
models. See Appendix A for training details.

Both mBERT and XLLM-R were trained on Mod-
ern Greek, among many other languages, but not
on Ancient Greek, and hence one disadvantage of
these models is that their tokenizers are not opti-
mized for Ancient Greek morphology, which could



Model Symbols/token Words/token
mBERT 2.29 0.37
XLM-R 2.66 0.43

Table 1: The XLM-R tokenizer produces longer tokens
and a higher number of words per token on Ancient
Greek text compared to the mBERT tokenizer.

negatively impact performance (Park et al., 2021;
Hofmann et al., 2021).

We use a similar approach to Yamshchikov et al.
(2022) to compare the mBERT and XLM-R to-
kenizers. We take a random sample of 20k An-
cient Greek sentences from the pre-training cor-
pus and compute the average token length and av-
erage words per token for a rough estimation of
tokenization quality (See Table 1). The XLM-R
tokenizer scores higher on both metrics compared
to the mBERT tokenizer. However, a higher score
for either metric does not guarantee superior per-
formance in downstream tasks, since it does not
measure how well the sub-word tokens capture An-
cient Greek morphology.

2.2 Knowledge Distillation

To train multilingual sentence embedding models
on English and Ancient Greek with an aligned
vector space we use multilingual knowledge distil-
lation (Reimers and Gurevych, 2020). This pro-
cess requires a teacher model M for a source
language s, and a dataset of translated sentences
((s1,t1).-(Sn, tn)) where s; and t; are parallel sen-
tences. We train a student model M to mimic the
sentence embeddings of the teacher M such that
M ((s;) ~ M(t;) and M (t;) ~ M (s;). The follow-
ing mean squared loss function is minimized for
each mini-batch j3:

> [((M(s5) = NI(5))? + (M(s;) = M (1))

Thus, the student M learns to map each target
and source sentence to the same location in vector
space.

For the teacher M we compare two models:

1. all-mpnet-base-v2,? amodel tuned for
semantic search, trained on a large and diverse
training set of 1B+ pairs (Denoted as mpnet).

https://huggingface.co/
sentence-transformers/all-mpnet-base-v2
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2. sentence-t5-large,’ a TS model tuned
for sentence similarity tasks, trained on 2B
pairs (Ni et al., 2022) (Denoted as st 5).

Both above models have a final normalization
layer which we remove prior to training to allow
student model to learn the original vector space
properties of the teacher model.

Translation Search Accuracy

0.8

0.6

Accuracy

0.2

—— Teacher: all-mpnet-base-v2

0.0 > Teacher: sentence-t5-large

60000 80000 100000 120000 140000
Train Steps

0 20000 40000

Figure 2: Translation search accuracy over training steps
with 4. XLM-R student model.

We compare gremBERT and greXLM-R as the
student model M. We add a mean pooling layer
and pair both student models with both teacher
models (4 configurations) and train all the student
parameters. With mpnet as the teacher, we train
for 15 epochs, but with st5 the student model
took twice as long to converge (See Figure 2), so
we train for 30 epochs. We use a batch size of
128, a max sequence length of 128 tokens, 2000
warmup steps, and a learning rate of 2e-5. Every
500 training steps we measure STS performance as
well as MSE loss and translation search accuracy
on 5k hold-out pairs, keeping the model with best
average performance across these tasks. Regardless
of teacher model, gGrceXLM-R took many more
training steps to converge than gremBERT and
was prone to catestrophic forgetting, which was
alleviated by increasing the number of warmup
steps.

We also experiment with training on parallel
Modern Greek data from Wikipedia for 3 epochs
and then on Ancient Greek data for 15 epochs if
mpnet is the teacher and 6 and 30 epochs if st 5
is the teacher. Although Modern Greek differs in
many significant ways from Ancient Greek, train-
ing on this data gives the model additional exposure

*https://huggingface.co/
sentence-transformers/sentence-t5-large



to aspects of Greek that have remained unchanged
since antiquity, such as historical proper nouns. All
evaluations are reported with and without training
on this additional data.

2.3 Contrastive Learning

As a baseline against which to compare the models
trained via the distillation method, we also train
sentence embedding models using Simple Con-
trastive Learning of Sentence Embeddings (Sim-
CSE), the contrastive learning method introduced
by Gao et al. (2021). Contrastive learning pulls
semantically-close neighbors together and pushes
apart non-neighbors, and has been shown to be
effective for training multilingual sentence embed-
dings (Gao et al., 2021; Tan et al., 2023). In addi-
tion to using dropout as noise, we use each Greek
sentence and its English translation as positive pairs
and other pairs in the same batch as negatives.

We use the CLS token representation and train
for a maximum of 10 epochs with a batch size of
82, a max sequence length of 128 tokens, 2000
warmup steps, and a learning rate of 2e-5. Every
500 training steps we measure performance on the
STS evaluation and translation search accuracy on
the 5k hold-out pairs, keeping the highest perform-
ing model. As above, we also experiment with
training on Modern Greek data for 3 epochs, and
then Ancient Greek data for 10 epochs.

3 Training Data

3.1 Pre-training

Our pre-training dataset consists of the Ancient
Greek text from the Perseus Digital Library* and
First1KGreek,> which are part of the Open Greek
and Latin project.® Different documents containing
the same Greek work were removed. These sources
contain approximately 32 million words of Ancient
Greek text. Although Riemenschneider and Frank
(2023) produced a much larger corpus of Greek
text (100+ million words) using additional sources,
at the time of writing their data is not publicly
available. Our smaller dataset is sufficient for our
purposes, as Reimers and Gurevych (2020) show
that even languages with little pre-training in a
multilingual student model can be effective targets
for knowledge distillation.
*https://github.com/PerseusDL/
canonical-greekLit
Shttps://github.com/OpenGreekAndLatin/

FirstlKGreek
6https://opengreekandlatin.org
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This dataset consist of Greek texts spanning a
thousand years, covering different dialects and time
periods of the language. We do not filter out any
texts based on their dialect or time period.

In addition to the Greek text, we also collect
all the English translations in the Open Greek and
Latin project to finetune our models with an addi-
tional 10 million words of historical English text.

3.2 Preprocessing

Following Yamshchikov et al. (2022) and Singh
et al. (2021), we lowercase all the Greek text and
strip diacritics, but keep punctuation. Although
diacritics contain important information for disam-
biguating between words that only differ by breath-
ing marks or accent marks, the correct word can
usually be inferred from context. The contextual
nature of BERT models allows them to learn to use
context to disambiguate.

3.3 Parallel Data

Human Aligned A portion of our parallel sen-
tence dataset is taken from human aligned sources:

1. Verses of the Greek New Testament with En-
glish translations (15k pairs),

. Verses of the Greek Septuagint with English
translations (29k pairs),

. Verses of the Greek works of Flavius Josephus
with English translations (15k pairs),

Other minor sources: OPUS (Tiedemann
and Nygaard, 2004), Greek Learner Texts’,
manually aligned passages from Perseus and
First1 KGreek (total 23k pairs).

Translation Alignment The bulk of the parallel
data is produced using translation alignment. We
take all the texts from our pre-training corpus that
have English translations and split them into sen-
tences or sub-sentence segments (see Appendix B).
We then use a two-step process to align Greek sen-
tences with their English translations. First, we use
Hunalign (Halacsy et al., 2007), a sentence-length
heuristic and dictionary-based alignment technique
on the translated texts. This produced an initial
dataset of approximately 150k parallel sentences
(including the human-aligned sources listed above).

Using this initial dataset, we trained a sentence
embedding model with an aligned vector space for

"https://greek-learner-texts.org



English and Ancient Greek using SimCSE (See
Section 2.3). Next, we use this model to align all
the texts again, using a better alignment method
introduced by Liu and Zhu (2023), dubbed Bertal-
ign, which uses multilingual sentence embeddings
to achieve state-of-the-art alignment quality. If the
Greek and English documents are already aligned
by sections, we align the sentences in each section
individually. This increases alignment accuracy
and makes it possible to keep the parts of the docu-
ment that have good alignments and to discard the
rest. Otherwise, if no section alignments exist, we
run the aligner on the entire text.

We do not filter out multiple translations of the
same Greek texts, since different translations can
have different nuances and word choices, with the
hope that the resulting sentence embeddings will
be more robust to translation differences.

Finally, we remove all duplicate sentence pairs
from the dataset and all pairs with very short sen-
tences (<5 characters). We also ensure that no
sentence pairs from the STS dataset (See Section
4.2) are included in the training data. This results
in approximately 380k sentence pairs after holding
out 5k pairs for evaluation purposes.

Modern Greek The Modern Greek (EL) sen-
tence pairs from Wikipedia are taken from the
OPUS project (Tiedemann and Nygaard, 2004).
We remove all duplicate pairs and pairs with very
short sentences (<10 characters), resulting in ap-
proximately 800k sentence pairs. This dataset con-
tains a rich and diverse set of topics, including
historical topics which will hopefully transfer to
the Ancient Greek models. We compare all the
models with and without training on this data.

4 Evaluations

4.1 Translation Similarity Search

The first measure of the quality of the sentence em-
beddings is each model’s accuracy at choosing the
correct English translation for each Ancient Greek
sentence from the 5k hold-out pairs. The score
is computed as the percentage of sentence pairs
for which the embedding of source sentence s; has
the closest cosine similarity to the embedding of
translated sentence ¢; out of all the target sentences.
The accuracy is computed in both directions and
averaged. The results are reported in Table 2.

The SimCSE models perform on this task better
than the distillation models, which is not surpris-
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Model Accuracy
SimCSE

6reMBERT (GRC) 95.92
6remMBERT (EL,GRC) 96.09
6rcXLM-R (GRC) 95.86
creXLM-R (EL,GRC) 96.64

Teacher: sentence-t5-large

GRC mBERT (GRC) 87.78
cremBERT (EL,GRC) 90.80
creXLM-R (GRC) 87.02
creXLM-R (EL,GRC) 91.60

Teacher: all-mpnet—-base-v2

6remBERT (GRC) 87.77
oremBERT (EL,GRC) 89.15
oreXLM-R (GRC) 86.48
oreXLM-R (EL,GRC) 90.12

Table 2: Translation similarity search accuracy. Best
result is bolded.

ing since they specifically trained to maximize the
cosine similarity between translation pairs and min-
imize similarity between non-pairs. There is no
significant difference in the performance between
the two base models. All the models performed
better when first trained on Modern Greek before
Ancient Greek.

4.2 Semantic Textual Similarity

Sentence Pair Score

Ytwwxol dnogatvovtar c@alpoeldi TOv xOcuov.
Stoics declare the world to be spherical.

Ytowde vouller ét A YH ogalpa €oTiv.

A Stoic thinks that the earth is a sphere.

0.9

gml d¢ 1ol Spouc Tij dxpa Aldc oty vade.
On the top of the mountain is a temple of Zeus.
6 Zevg oixel nt t& 6pn v "ONOune.

Zeus dwells on the mountains in Olympus.

0.8

T noudlor natlovoty év Tfj dupoudid.
The children are playing in the sand.
To& moudlar dvomahovion Ev 6 xATe.
The children rest in the garden.

0.5

Swxpdtne €ldev €€ Boog.

Socrates saw six cows.

‘Pdpouvhog €ldev EE olwvole dpvidog.
Romulus saw six birds of omen.

0.1

Table 3: Example pairs from STS evaluation dataset.
Scores are examples and not actual scores.

We compiled a dataset of Ancient Greek sen-
tence pairs with gold scores to measure semantic
textual similarity in the range [0,1], with O repre-
senting completely unrelated meaning, and 1 repre-
senting full semantic equivalence. Each sentence
was given a corresponding English translation to



Model

GRC+~GRC EN<~EN GRC&EN  Average

SimCSE

6oremMBERT (GRC) 75.68 77.58 76.30 76.52
6remBERT (EL,GRC) 74.85 78.30 76.40 76.52
6reXLM-R (GRC) 77.83 78.82 77.21 77.95
oreXLM-R (EL,GRC) 78.27 79.11 77.76 78.38
Teacher: sentence—-t5-large

6reMBERT (GRC) 82.17 87.54 84.02 84.58
oremMBERT (EL,GRC) 84.84 89.33 86.37 86.84
6reXLM-R (GRC) 82.37 85.37 82.56 83.43
oreXLM-R (EL,GRC) 84.88 88.37 85.45 86.24
Teacher: all-mpnet-base-v2

6remMBERT (GRC) 82.30 87.60 84.68 84.86
6remMBERT (EL,GRC) 84.84 88.77 86.28 86.63
6reXLM-R (GRC) 83.80 87.07 84.53 85.13
oreXLM-R (EL,GRC) 85.18 88.24 85.92 86.45

Table 4: Spearman rank correlation p between the cosine similarity of sentence embeddings and gold labels for
STS dataset. Scores are reported as p x 100. Best results are bolded. There are twice as many GRC-EN pairs as
GRC-GRC pairs so their scores are not directly comparable.

allow for cross-lingual evaluation (See Table 3).

The gold scores for STS datasets are typically
produced by averaging the scores from many hu-
man annotators. However, for Ancient Greek it
is difficult to find enough annotators to produce
high quality gold scores. Our solution is to use a
Cross-Encoder® to produce the gold scores based
on the English translations of each pair. A Cross-
Encoder takes two sentences as input and produces
a similarity score in the range [0, 1] without the
need to encode the semantic properties of each sen-
tence into a vector, and therefore performs better
than cosine similarity between embeddings (See
Figure 3). With this setup, we measure how closely
each model can match the performance of the En-
glish Cross-Encoder. The accuracy of this method
depends on how closely the English translations
match the meaning of the Greek sentences. There-
fore the English translations are reviewed by an
expert to ensure that they are literal and accurate
translations of the Greek text.

Due to the need to manually verify the trans-
lations for each pair, the STS dataset is rela-
tively small. The dataset consists of 165 Ancient
Greek sentences pairs, each having an English
translation: ((agrc,aen), (barc,ben)). The
GRC<+EN comparison can be performed two ways:
agrc < by and apn < bgre for a total of 330
GRC<+EN comparisons, 165 GRC<++GRC compar-
isons, and 165 EN<>EN comparisons.

$https://huggingface.co/cross—encoder/
stsb-roberta-base
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Figure 3: We use a Cross-Encoder (right) to produce
STS gold scores which are used to evaluate our sentence
embedding models, which are Bi-Encoders (left).

The score for each model is computed as Spear-
man correlation between gold scores and the cosine
similarities between the sentence embeddings. The
results are reported in Table 4.

The models trained via knowledge distilla-
tion significantly outperform the SimCSE models,
showing that they have inherited the properties of
the teacher models for STS tasks. The models with
the st5 teacher have a small lead, which is ex-
pected since st 5 was trained for STS tasks. All
the models improve slightly when first trained on
Modern Greek before Ancient Greek.

4.3 Semantic Retrieval

Sentence embeddings can be used for semantic
retrieval tasks by ranking a set of passage embed-
dings by cosine similarity with a query embedding.
Performing this process with our models on the
Greek sentences in the Perseus and First1 KGreek



corpora yields promising results. For example, the
following query is correctly answered by several
passages in the top 10 highest ranked passages:
Query: “Was Aristotle a student of Plato?”
* Apototéine IINdtwvoe podnthc: obtoc ThHY St
ahexTixnv cuveathoato. - Hyppolytus of Rome

Aristotle, a disciple of Plato — He established dialec-
tics.

o A& ol Tolc ITAdtwvog Eyxohéoon &v Tic doypaot
OV AptoTotéAny, drnogottioavta Tiic dteBiic ad-
oD v xouvotoplouc. - Origen
But someone could also challenge certain doctrines of
Plato through Aristotle, who, upon completing his stud-
ies, departed from his teachings with innovations.

o mopd  IIAdtwwe  Apwototéine  @ulocogricog
peteddav eic 10 Adxeov xtilel Ty Iepimatntixny
aipeotv. - Clement of Alexandria
After studying philosophy under Plato, Aristotle, having
come to the Lyceum, founded the Peripatetic school.

To quantify the performance of each model for
semantic retrieval, we compile a dataset of 40k
Greek passages from the Perseus and First1 KGreek
corpora. We then produce 100 English queries
(in the form of both phrases and questions) and
associate them with relevant passages. We measure
recall and mean average precision (mAP) for each
model. The scores are reported in Table 5.

The SimCSE models perform poorly, which is
expected since they were not trained for retrieval
tasks. The models with the mpnet teacher, which
was trained for semantic search, score highest by
a large margin. The models with the st 5 teacher,
which was trained for semantic textual similarity
tasks, perform better than the SimCSE models but
worse than the mpnet models. The models gener-
ally perform much better when trained on Modern
Greek. Perhaps this is because many of the queries
involve proper nouns for which Modern Greek data
gave additional training examples, or perhaps the
student models benefited from the additional En-
glish examples to learn the vector space properties
of the teacher. The gGremBERT models consis-
tently perform better than grc XLM-R models.

Overall performance on this task was rather poor
even for the best models. An analysis of the top
ranked passages for each query revealed that pas-
sages about related topics often ranked above the
desired passages. In particular, it often confused
proper names, e.g. preferring passages about other
philosophers for queries about Plato.

4.4 Translation Bias

To determine whether the models are biased to-
wards certain translation styles, especially those
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Model Recall@10 mAP@20
SimCSE

oremMBERT (GRC) 26.61 15.33
oreMBERT (EL,GRC) 18.08 10.84
oreXLM-R (GRC) 21.50 9.86
creXLM-R (EL,GRC) 29.56 15.08
Teacher: sentence—-t5-large

6reMBERT (GRC) 41.34 25.37
6remBERT (EL,GRC) 49.63 36.17
6rcXLM-R (GRC) 34.88 20.07
oreXLM-R (EL,GRC) 47.07 31.31
Teacher: all-mpnet-base-v2

6reMBERT (GRC) 63.60 4497
6remMBERT (EL,GRC) 69.87 53.00
6rceXLM-R (GRC) 53.84 36.42
oreXLM-R (EL,GRC) 60.13 44.36

Table 5: Recall@10 and mAP @20 scores for English
search queries and Ancient Greek passages. Best results
are bolded.

included in the training set, a text with many differ-
ent translations is needed. The New Testament is
a good candidate for this, since many translations
exist in different styles and eras of the English lan-
guage. We take nine New Testament translations,
ranging from literal (NASB), archaic (KJV), and
paraphrase (MSG), all fully aligned at the verse
level (7654 verses). There are no other Greek texts
that we are aware of that have this many transla-
tions available for comparison. We generate em-
beddings for each verse from the Greek text and the
translations. We also generate an “average” trans-
lation for each verse by averaging the embeddings
of all the English translations. We take the cosine
similarity between the Greek embedding and each
translation and use it to compute the Mean Recipro-
cal Rank (MRR) across all verses, for each model:

LZ;

MRR =
T| . rank,

where 7' is a set of verses in a translation and rank,
is the rank of the translation for verse v. The results
are reported in Table 6.

The literal translations score highest, and the
score decreases the more non-literal the translations
become, with the MSG translation having the low-
est score. Surprisingly, the archaic KJV translation
ranks highly, which is likely due to a high quantity
of archaic English text in the training data. This
suggests that the models are slightly biased to this
older English translation style. Verses from two of
the translations (NKJV and NET) were included in
the training data. Despite being in the training data,



Model KJV NKJV° NASB ESV RSV NET NIV NLT MSG ‘ Avg. Emb.
SimCSE

6remBERT (GRC) 32.59 36.56 3997 32,17 29.28 2591 2032 1292 11.14 52.04
cremBERT (EL,GRC)  33.27 36.05 40.79 3197 2874 26.17 2015 1279 11.21 51.75
6reXLM-R (GRC) 35.78 37.85 38.17 32.15 29.76 26.03 20.58 13.14 11.32 48.11
6reXLM-R (EL,GRC) 35.34 36.74 38.02 3296 30.06 2576 20.75 13.09 11.25 48.93
Teacher: sentence-t5-large

6remMBERT (GRC) 29.63 30.70 30.13  27.81 2590 23.05 20.09 1443 1249 78.66
6remBERT (EL,GRC)  28.73 30.66 2998 28.02 2582 2339 19.70 1393 12.24 80.42
6reXLM-R (GRC) 31.82 29.70 29.14 28.10 2639 23.82 2038 14.24 12.90 76.40
6reXLM-R (EL,GRC)  30.41 30.01 29.08 2835 2682 23.61 19.75 13.68 12.36 78.82
Teacher: all-mpnet-base-v2

6reMBERT (GRC) 31.76 31.15 2993 30.04 2894 2333 1952 1393 11.98 72.32
6remBERT (EL,GRC)  30.42 31.20 30.37 3035 28.68 2351 19.53 13.76 11.81 73.26
6reXLM-R (GRC) 37.25 31.31 2991 30.00 2942 2332 19.67 1397 1232 65.74
6reXLM-R (EL,GRC)  33.08 31.21 29.64 30.25 29.59 2355 1932 13.61 11.89 70.76

* Verses from the NET and NKJV were included in parallel training data.

Table 6: Mean Reciprocal Rank (MRR) x 100 of cosine similarity between Greek verses of the New Testament and
English translations, as well as MRR of per-verse averaged embedding of all the translations. Highest translation
MRR for each model is bolded. MRR of averaged embedding is underlined if it is higher than any of the translations.

there does not appear to be bias to the NET since
it consistently ranks lower than other translations.
The NKJV ranks highly, but does not consistently
outrank other literal translations. Interestingly, the
average embedding of all the translations ranked
highest by a significant margin.

5 Discussion and Future Work

Overall, the base models mBERT and XILM-R per-
formed similarly except for the semantic retrieval
task where the mBERT-derived models have a size-
able lead. The reason for this is unclear, since these
models have different tokenizers, parameter counts,
and vocabularies. It is also unclear how much the
pre-training process affects the results. An area of
future research would be to investigate the effect
of student model architecture, tokenizer, and pre-
training on the ability of the student model to learn
from the teacher model.

The main limitation of using multilingual knowl-
edge distillation to train sentence embedding mod-
els is that the embeddings produced are almost
entirely derived from English translations, which
could be undesirable if the goal is to study An-
cient Greek text without any prior translator’s in-
terpretation. Furthermore, the student model can
never fully replicate the performance of the teacher
model when transfering to another language, since
translated sentences are often not entirely seman-
tically equivalent to their source sentences, espe-
cially when removed from the original context via
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translation alignment.

Although contamination from modern languages
is not a big concern for the tasks in this paper, there
could be issues of anachronisms when searching
Ancient Greek texts with English. Furthermore,
using texts from such a long chronological period
of the Greek language could introduce additional
lexical polysemy as Greek words changed in mean-
ing over time. This could explain why the averaged
embedding of many translations had a higher MRR
than any individual translation source in Table 6,
since the combination of many translations repre-
sents a higher degree of polysemy. In future work,
such historical polysemy could be measured by
sampling translations of words from texts of differ-
ent historical periods. This could help to determine
whether the high MRR of the averaged embedding
is a useful result or simply an artifact of a poten-
tially high amount of polysemy in the training data.

6 Conclusion

In this paper, we have shown that multilingual
knowledge distillation is an effective approach for
training sentence embedding models for Ancient
Greek, in spite of the lack of available training data
compared to modern, high-resource languages. In
addition, we have produced a new dataset of paral-
lel Ancient Greek and English sentences as well as
evaluation datasets for translation search, semantic
textual similarity, and semantic retrieval, which we
make publicly available.
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A Appendix: Training Details

Parameter GrecMBERT  grcXLM-R
Batch Size 140 128
Learning Rate 2e-5 2e-5

LR Scheduler linear linear
Epochs 10 10

Warmup Steps 2000 2000

Mask Percentage  15% 15%

Table 7: Pre-training hyperparameters

Parameter GreMBERT  grcXLM-R
Batch Size 128 128
Learning Rate 2e-5 2e-5
LR Scheduler linear linear
Max Seq. Length 128 128
Pooling mean mean
Embedding Dim. 768 768
Teacher: all-mpnet-base-v2

Epochs (GRC) 15 15
Epochs (EL) 3 3
GRC Warmup Steps 2000 2000
EL Warmup Steps 2000 8000
Teacher: sentence-t5-large

Epochs (GRC) 30 30
Epochs (EL) 6 6
GRC Warmup Steps 2000 2000
EL Warmup Steps 2000 2000

Table 8: Knowledge distillation hyperparameters

Parameter GrRcMBERT  grcXLM-R
Batch Size 82 82
Learning Rate 2e-5 2e-5

LR Scheduler linear linear
Warmup Steps 2000 2000

Max Seq. Length 128 128

Epochs (GRC) 10 10

Epochs (EL) 3 3

Pooling CLS CLS
Embedding Dim. 768 768

Table 9: SimCSE hyperparameters
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B Appendix: Sentence Segmentation

For translation alignment, it is not necessary that
each segment be a sentence, since the alignment
process can handle 1-many, many-1 or many-to-
many relations. The Greek texts in our corpus
contain punctuation, so we segment them by period
(.), question mark (;), and raised dot (-). Some of
the Greek texts use a colon instead of a raised dot,
and in these cases we treat colons as raised dots.
For the English texts we first segment using the
NLTK sentence tokenizer (Bird et al., 2009) then
further subdivide these segments by semicolon (;)
and colon (:).
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Abstract

In this project we train a Transformer-based
model from scratch, with the goal of parsing the
morphology of Ancient Syriac texts as
accurately as possible. Syriac is a low-resource
language, only a relatively small training set
was available. Therefore, the training set was
expanded by adding Biblical Hebrew data to it.
Five different experiments were done: the
model was trained on Syriac data only, it was
trained with mixed Syriac and (un)vocalized
Hebrew data, and it was trained first on
(un)vocalized Hebrew data and then trained
further on Syriac data. The models trained on
Hebrew and Syriac data consistently
outperform the models trained on Syriac data
only. This shows that the differences between
Syriac and Hebrew are small enough that it is
worth adding Hebrew data to train the model
for parsing Syriac morphology. Training
models with data from multiple languages is an
important trend in NLP, we show that this
works well for relatively small datasets of
Syriac and Hebrew.

1 Introduction

In this paper we develop a morphological parser for
the Syriac language. The trained model is able to
segment graphical units into distinct words, it
segments the morphemes within a word, and
disambiguates morphemes and lexemes, all at the
same time.

Syriac is a Semitic language with a rich
morphology. Therefore, to add linguistic
annotations to a text, it is better to encode the
smaller parts of a word (morphemes) rather than
the complete words. A complication is that the
Syriac language is written without vowels, which
leads to the problem that a word can be parsed in
different ways. Furthermore, we only have a small

! Corresponding author: mna@teol.ku.dk.
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Syriac training set. Therefore, we try to improve
the model’s prediction accuracy by adding Biblical
Hebrew data to the training process. Biblical
Hebrew is a Semitic language that is closely related
to Syriac, and the training set that we have for this
language is substantially bigger.

Since the late 1970s, the Eep Talstra Center for
Bible and Computer (ETCBC) of the Vrije
Universiteit Amsterdam has developed and
maintained a richly annotated dataset of the
Masoretic Text of the Hebrew Bible. This dataset
contains a wealth of linguistic features on the levels
of words, phrases, clauses and larger text units.
More recently, ancient texts in Syriac have been
prepared in a similar way. However, a vast corpus
of Syriac texts is available, and we hope to develop
a faster approach to annotate these texts, because
annotating them manually is a labor-intensive task.

We have trained the Transformer model in five
different ways, to see which approach gives the
highest accuracy on the Syriac test set: a model
trained on Syriac data only, a model trained on a
mix of (vocalized or unvocalized) Hebrew and
Syriac data, and a model which is trained on
(vocalized or unvocalized) Hebrew data first and
trained further on Syriac data.

A trained model can make predictions on “new”
Syriac  texts, resulting in morphologically
segmented texts. These results need to be corrected
manually, and these corrected results can be
processed further in a rule-driven way to produce
the linguistic annotations. Therefore, training the
models is the first step in a longer pipeline.

2 State of the art

Between 2000 and 2020 a number of studies were
published in which Natural Language Processing
(NLP) tasks for Semitic languages are described,
often dealing with part of speech tagging (e.g.,

Proceedings of the Ancient Language Processing Workshop associated with RANLP-2023, pages 23-29,
held in Varna Bulgaria, Sept 8, 2023.
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Modern Hebrew: Bar Haim et al. 2008; Ambharic:
Tachbelle et al. 2011; Arabic: Kiibler, and
Mohamed 2012; Mishnaic Hebrew: Giovanetti et
al. 2018). Other studies deal with morphological
analysis (Daya et al. 2004, Lembersky et al. 2014)
and segmentation (Zeldes 2018).

With the larger availability of digital (annotated)
Semitic texts and the advent of large, Transformer-
based language models, there is an acceleration in
the development of models and tools for NLP tasks
for Semitic languages. A Large Language Model
which focuses on Modern Hebrew, is AlephBERT
(Seker et al. 2021), which can be used for a number
of tasks, including segmentation, part of speech
tagging, full morphological tagging, named-entity
recognition and sentiment analysis. A similar
model for Arabic, AraBERT, was developed by
Antoun, Bali and Hajj (2021).

Relatively close to our research is a paper on
adding diacritics to consonantal Hebrew texts
(Shmidman et al. 2020). It uses a combination of a
machine learning (“several bi-LSTM based
modules”) and a rule-driven  approach
(“comprehensive inflection tables and lexicons”).
Koppel and Shmidman (2020) give an overview of
developments in Machine Learning in relation to
the Hebrew language and its texts.

Alist of NLP resources for Hebrew can be found
here: https://github.com/NNLP-
IL/Resources.

An important trend in NLP is the development
of multilingual models. These are models that can
be used for a number of NLP tasks in various
languages. Some of these models are trained on
one language, like English, and they can be trained
further on other languages, but there are also
models that are trained from scratch on a number
of languages (Ruder 2020).

3 Data

Our dataset consists of five files?, which are based
on the ETCBC database. The Hebrew files that can
serve as the input data for the model, contain
vocalized or unvocalized text of the Masoretic Text

2 The files can be found in the data folder of our GitHub
repository:

https://github.com/etcbc/ssi morphology.
The raw input files are s2-in (Syriac), t-in_voc (vocalized
Hebrew), t-in_con (unvocalized Hebrew), the corresponding
parsed output files are s2-out (Syriac) and t-out (Hebrew).
In this repository one can also find the code.
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(MT) of the Hebrew Bible. The Hebrew output file
contains the morphologically parsed MT. The text
of these datasets is based on the fifth edition of the
Biblica Hebraica Stuttgartensia®. The Syriac input
file contains some books from the Peshitta, a
translation of the Hebrew Bible in Syriac* (Ter
Haar Romeny and Van Peursen, 1966—) and some
non-biblical texts®. The Syriac input texts are
unvocalized, but they contain some diacritics,
which can be found in the Syriac manuscripts.

Each line in a data file contains one verse, and
the text is represented in the ETCBC transcription.
The first line of the vocalized Hebrew dataset,
which is the first sentence of the Hebrew Bible,
looks as follows:

Gen 1 1 B.:R;>CIJT B.@R@> >:ELOHIJM
>; T HAC.@MAJIM W:>; T H@>QREY

This line contains four tab-separated fields, with
the following data: book, chapter, verse, and text.

In Hebrew script, the text, which means “In the
beginning God created the heaven and the earth”,
looks as follows:

78T NR) DD DN 07778 KO3 NUR3

All consonants, vowel signs and diacritics have a
value in the transcription, e.g., 2 is transcribed with
B, & with >, qametz is transcribed with @, shewa
with “:”, and dagesh with “.”. The transcription is
read from left to right, unlike the text in Hebrew
script.

The same line, but taken from the unvocalized

dataset looks as follows:

Gen 1 1 BR>CJT BR> >LHJM >T HCMJM
W>T H>RY

This text contains the same consonants as the
vocalized text, but it misses the vowel signs.
Finally, the corresponding verse in the
morphologically parsed output file looks as
follows:

3 For an electronic edition of the MT with all the
annotations, see:
https://github.com/ETCBC/bhsa.

4 A digitized version of the whole Peshitta can be found
here: https://github.com/ETCBC/peshitta.

5 For the texts, see also:
https://github.com/ETCBC/linksyr/tree/ma
ster/data.



Gen 1 1 B-R>CJT/ BR>[ >LH(J(M/JM >T
H-CMJ (M/ (JM W->T H->RY/:a

The output dataset contains the same consonantal
text as the input data, with a number of extra signs
which indicate the morphological structure of the
words:

The dash (-) separates different words within a
graphical unit.

A word can have different morphemes, which are
marked with special signs:

After “[“ follow verbal endings, and after “/”
follow nominal endings.

“+” initializes a pronominal suffix.

Between exclamation marks, one finds the verbal
preformative, e.g., !J! in a 3™ person masculine
singular yiqtol, !T! in a 2nd person masculine
singular yiqtol or !! in a qal infinitive or imperative.
Between closing square brackets one finds the
prefix that is characteristic for a verbal stem, e.g.
JHT] for hitpael, ]N] for niphal, etc.

“~” initializes a univalent final, for example, a ~H
is a locative he.

The ETCBC approach of encoding morphology
distinguishes between a paradigmatic form and a
realized form of the morphemes. E.g., the
paradigmatic form of the masculine plural marker
is JM (- in Hebrew script). In several places in the
MT, it is spelled as M (a). Here the J (*), which is
part of the paradigmatic form, is not written. This
is indicated in the encoding with an opening
parenthesis. E.g., in Genesis 17:20, one finds ax*w1
(“princes”), which has the morphological encoding
NFJ>/(JM, indicating that the J occurs in the
paradigmatic plural form, but it is not realized. The
opposite can also occur. If a character occurs in the
text, but not in the paradigmatic form, it is preceded
by “&”.

In the morphological encoding, there are some
Latin letters preceded by a colon:
:a marks that a word is in absolute state.
:c marks that a word is in construct state.
:n marks the narrative vocalization of the waw.
:d marks the D-stem.
:u marks the u-a pattern of the passive.

The “=" sign is used to disambiguate consonantal
homographs, e.g., one distinguishes between KBD/
(722, “heavy”), KBD=/ (723, “liver”’), and KBD==
(725, “heaviness”).
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The alphabets of Syriac and Hebrew are identical,
also in the ETCBC transcription, except that the sin
() is lacking in Syriac. The Syriac dataset contains
three different Syriac diacritics: dots below and
above the text, and seyame.

A limitation of the present dataset is that for
every word in the input, there is only one correct
parsing in the output. In some cases, the text is
ambiguous, and a word could be parsed correctly
in different ways. A possible improvement of the
dataset is to include alternative parsing options.

4 Data preparation

We start with texts that do not have any parsing,
which means that a text has not been segmented in
phrases, clauses, or sentences. All verses of a book
in the dataset are concatenated and split separately
in shorter sequences of n graphical units. n is one
of the required hyperparameters for training a
model. These shorter sequences are partly
overlapping and form a moving window. E.g., if
the text is:

BR>CJT BR> >LHJM >T HCMJM W>T H>RY

and n is 5, the text will be split in the following
three training inputs:

BR>CJT BR> >LHJM >T HCMJM
BR> >LHJM >T HCMJM W>T
>LHJM >T HCMJM W>T H>RY

When all the texts are split in partly overlapping
sequences and a subset is selected randomly as
Syriac test set, a problem is that part of the
sequences in the test set can also be found in the
training set, which means that training and test set
are not independent of each other. A possible
solution is to select a few complete books as test
set, but that leads to the problem that the language
of these books may not be representative of Syriac
in general. Therefore, we have used a different
solution. If n is 5, the texts of 5 consecutive verses
are grouped, and from all these groups of 5 verses,
the validation and test set are selected. With this
approach, it is guaranteed that the texts are long
enough to extract at least one sequence of 5
graphical units, and they are short enough to split a
book in many sequences, with the result that parts
of the book can be found in the training, validation
and test set, without overlap between these



datasets. After this split, each sequence of 5 verses
is split further in the partly overlapping shorter
sequences of 5 graphical units. All short sequences
that contain a case of ketiv/gere in the Hebrew
datasets are removed, because the consonantal text
that is written (the ketiv) and the morphological
analysis generally do not match. These words are
indicated with a “*” in the data files.

5 The model

The morphological analysis is approached here as
a sequence to sequence (seq2seq) problem, for
which we use a Transformer model ¢ . The
Transformer is the state-of-the-art model for
numerous NLP tasks (Vaswani et al. 2017) and is
also the basis of Large Language Models like
ChatGPT and GPT4. The Transformer seq2seq
model has an encoder/decoder architecture. The
encoder consists of a stack of encoder layers, in
which the output of one layer serves as the input of
the next one. Each layer consists of two
components: multi-head attention and a
feedforward network. Fundamental for the
transformer model is the concept of self-attention,
with which a word is related to all other words in a
text sequence. In the self-attention mechanism, the
embedding matrix of a sentence is multiplied with
three randomly initialized matrices W<, WX, and
WY, thus forming three new matrices Q (Query), K
(Key) and V (Value). From these matrices, the
attention matrix Z; is calculated as follows:

T
./(dk)) "

Z has the index 1, because this is the first attention
head. There can be an arbitrary number of heads
that are concatenated:

Z = softmax<

Multihead attention
= Concatenate(Z,Z5,Z3, ... )W,
in which W, is a new weight matrix.

After that, information of the word order in a
sentence is added using positional encoding. The
resulting matrix is fed to a feedforward network
consisting of two dense layers with ReLU
activation.

® The code for the model can be found in the file
model_transformer.py in the scr folder in the GitHub
repository.
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Just like the encoder, the decoder consists of a
number of layers, one layer giving its output to the
next one.

The decoder of the transformer model starts with
a start symbol and the representation of the
sentence produced by the encoder, and from that
the first word of the output after the start symbol is
generated. Then, the representation, the start
symbol and the first word together are fed to the
encoder, after which the second word is generated.
This is done until a stop symbol is generated.

In the present implementation, various
hyperparameters can be tweaked, which can be
found in the README of the GitHub repo. The
only thing that we vary in the experiments
described here are the number of epochs and the
training datasets.

The model is trained from scratch, which makes
it possible to get a good impression of what the
difference is between a model trained on Syriac
data alone, and a model that is trained on Hebrew
and Syriac data.

In all our experiments, the number of heads in
the encoder is 8, and the number of encoder layers
and decoder layers is 3. The feedforward hidden
dimension is 512. During decoding we used beam
search, with a beam size of 3. The length of the
partly overlapping text sequences is 7 graphical
units.

6 Results

The model was trained with five different training
strategies:

1. The model was trained on Syriac data.

2. The model was trained on a mix of unvocalized
Hebrew and Syriac data.

3. The model was trained on a mix of vocalized
Hebrew and Syriac data.

4. The model was trained first on unvocalized
Hebrew data (10 epochs), and after that trained
further on Syriac data.

5. The model was trained first on vocalized Hebrew
data (10 epochs), and trained further on Syriac
data.

The approach of two experiments is called
transfer learning. In transfer learning, a model is



trained first on a large dataset, after which the
model is trained further on a smaller dataset for a
specialized task. This is generally beneficial if
there is only a small training dataset available for
the specialized task, like in our case.

In all the experiments, we varied the number of
epochs in the main training loop (20, 25, 30, 35,
and 40 epochs).

We checked the accuracy of the predictions on
the Syriac test set, which is identical for each
experiment. The accuracy is defined as the
percentage of graphical units that is predicted fully
correctly at a specific index of the test sequences.
These test sequences are partly overlapping, just
like the training sequences. Therefore, for most
words in the test set multiple predictions are made.

The results can be found in figure 1, which
shows the results of the index with the highest
accuracy.
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Figure 1. The accuracy of predictions on the
Syriac test set with five different training
strategies.

The accuracy of the model trained on Syriac data
increases with the number of epochs from 87.3%
for 20 epochs to 89.3% for 30 or more epochs. The
accuracy of the predictions of the models trained
on Hebrew and Syriac data vary somewhat
between 89.8% (20 epochs) and 90.8% (35
epochs), both achieved by the model trained
simultaneously on unvocalized Hebrew and Syriac
data.

The models trained on Hebrew and Syriac data
perform consistently better than the models trained
on Syriac data only. Even though the accuracy of
the latter models is only 1-2% higher, this is quite
substantial, and it is hard to achieve this result by
tuning hyperparameters.

7 This is the file evaluation_syriac.ipynb in the folder
badness_analysis.
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The Hebrew datasets consisting of 22946 verses
are substantially bigger than the Syriac datasets
(5596 verses) we used. Therefore, training a model
with Hebrew data takes substantially longer, which
may be a disadvantage for including this dataset,
especially if one wants to optimize the model
further by tuning the hyperparameters. So, as is
often the case, there is a tradeoff between speed and
performance.

7 Error analysis

In the predictions on the test set, the model can
make different kinds of mistakes. We provide a
notebook in the GitHub repository’, with which
each mistaken prediction is classified as one of six
error categories, with the goal of further improving
the model. The following kinds of mistakes are
distinguished:

0. Parse errors in the encoding. In this case, the
prediction is ungrammatical according to the
parsing conventions.

1. The consonantal form of the prediction and the
true surface form differ.

2. Ungrammatical morpheme type combinations.
This is the case if there is, e.g., a combination of
verbal and nominal morphemes that do not match.
3. Unparadigmatic morphemes. In this case the
model predicts a morpheme that falls outside of the
ETCBC inventory of paradigmatic Syriac
morphemes.

4. Difference in number of analytical words with
the true form. In this case, the number of “-” signs
in the graphical unit is incorrect.

5. Difference in morphemes with the true form. In
this case, the analysis of the word is grammatically
correct, but not within the given context, there
could for instance be an incorrect number of “="
signs at the end of the lexeme.



The results are shown in figure 2. It shows the
results for the number of epochs with the highest
accuracy.
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Figure 2. Frequencies of different types of errors
made by the five models.

In general, the models show similar patterns. For
every model, the most frequent type of error is 5,
which means that the parsing is grammatically
correct, but not in the given context. The error
types 0 and 2 hardly occur.

In most error categories, the model which was
trained on Syriac only has more errors than the
other models. An important difference between this
model and the other models is found in error type
1, indicating errors in the surface text, where the
model trained on Syriac has 2-3 times more errors
than the models trained on both Hebrew and Syriac
data. The consonantal text of the input and output
should be identical, and this is language
independent. This is a clear sign that adding the
Hebrew data helps here, simply because the
volume increases. The same may be true for the
error categories 3, 4, and 5. Here and there, the
Hebrew may help because a morpheme is the same
as in Syriac, but it is likely that it helps mostly
because it adds volume to the dataset, which helps
to make the model more consistent in analyzing
morphemes.

8 Conclusions

In this paper we trained a Transformer model from
scratch with the goal of analyzing Syriac
morphology. An important part of the research was
to see if adding Hebrew to the training set would
improve the accuracy of the predictions on the
Syriac test set. We compared results of the models
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that were trained on Syriac data alone, models that
were trained on (un)vocalized Hebrew and then
trained on Syriac, and models that were trained on
(un)vocalized Hebrew and Syriac simultaneously.
The highest accuracy of the model trained on
Syriac data was 89.3%. The best model overall was
trained on unvocalized Hebrew and Syriac
simultaneously with an accuracy of 90.8%, which
outperforms the best “Syriac only” model with
1.5%.

Further improvements can possibly be achieved
by optimizing the hyperparameters of the models,
but it is clear that adding Hebrew data to the
training set helps with improving the performance
on the Syriac test set. The same effect may be
expected with a larger Syriac dataset, but as long
as that dataset is relatively small, adding Hebrew
data is a good solution. Another way to expand the
dataset is to use data augmentation, which we are
considering for future experiments.

It has been shown in other tasks that a model
trained on a variety of data can be very useful to be
trained further for specialized tasks. In our project
we see the same phenomenon. The experiment
could be broadened in various ways. One could for
instance use one of our models and train it further
on data from other languages than Hebrew and
Syriac, such as Akkadian or Arabic, or train models
to parse Syriac texts syntactically.
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Abstract

Intertextual allusions hold a pivotal role in Clas-
sical Philology, with Latin authors frequently
referencing Ancient Greek texts. Until now,
the automatic identification of these intertex-
tual references has been constrained to mono-
lingual approaches, seeking parallels solely
within Latin or Greek texts. In this study, we
introduce SPHILBERTA, a trilingual Sentence-
ROBERTA model tailored for Classical Philol-
ogy, which excels at cross-lingual semantic
comprehension and identification of identical
sentences across Ancient Greek, Latin, and En-
glish. We generate new training data by au-
tomatically translating English texts into An-
cient Greek. Further, we present a case study,
demonstrating SPHILBERTA’s capability to fa-
cilitate automated detection of intertextual par-
allels. Our models and resources are available
at https://github.com/Heidelber
g-NLP/ancient-language—-models.

1 Introduction

The study of intertextuality and allusions to liter-
ary sources has a longstanding tradition in Classi-
cal Philology, highlighting complex interconnec-
tions between different literary works. During the
1960s, the concept of intertextuality was shaped by
a comprehensive theoretical framework developed
by scholars such as Julia Kristeva, Ferdinand de
Saussure, and Michail Bakhtin. The term “intertex-
tuality” itself was introduced by Kristeva during
this pivotal era (Alfaro, 1996; Bendlin, 2006; Kris-
teva, 1986; Orr, 2003).

Intertextuality proves particularly crucial when
examining Roman literature’s relationship with An-
cient Greek texts. Many Latin authors consciously
mirrored elements of Greek classics, making inter-
textuality an essential concept for understanding
this cultural literary exchange. '

'Cf. Hutchinson (2013): “How Latin literature relates to
Greek literature is one of the most fundamental questions for
Latin literature, and for the reception of Greek.”
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The importance of intertextuality, especially
given the considerable attention it has received,
is beyond dispute. While there exists a plethora of
theoretical work exploring specific forms of inter-
textuality, our focus in this work is on the general
occurrence of textual resemblances, specifically
within Latin and Greek texts.

Traditionally, the identification of such paral-
lels has largely relied on scholars’ close reading.
However, recent years have seen the development
of statistical NLP tools — driven especially by the
Tesserae project (Coffee et al., 2012; Forstall et al.,
2014) at the forefront of this movement — that are
able to automatically uncover a considerable num-
ber of textual parallels. These approaches, how-
ever, typically rely on string-level parallels and are
grounded in carefully designed rules and scoring
functions. Notably, these systems are generally
restricted to detecting parallels in the same lan-
guage, as they rely on identifying identical tokens
or stems.

Recently, the breakthrough in self-supervised
training of powerful pre-trained language models
(PLMs) has also led to a surge of diverse PLMs
for Classical Philology (Bamman and Burns, 2020;
Yamshchikov et al., 2022; Mercelis and Keersmaek-
ers, 2022; Singh et al., 2021; Riemenschneider
and Frank, 2023). In fact, two recent case stud-
ies in Bamman and Burns (2020) and Burns (2023)
have shown that contextualized embeddings pro-
duced by such models can indeed identify texts
bearing similar content. While a rigorous quantita-
tive evaluation of these findings still remains to be
conducted, the perceived potential of using these
models for finding intertextual relations is clearly
sparking widespread interest.

However, research into modern language ana-
lysis tasks has demonstrated that sentence em-
beddings derived solely from standalone BERT-
or ROBERTA-based models generate suboptimal
and inefficient embeddings. This insight led to
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the creation of Sentence-BERT (SBERT) models
(Reimers and Gurevych, 2019).

Among the latest language models introduced
in the field of Classical Philology is PHILBERTA
(Riemenschneider and Frank, 2023), a ROBERTA-
based model pre-trained on Ancient Greek, Latin,
and English language data. Building upon this
model, we present SPHILBERTA, a model tailored
to the discovery of intertextual parallels across
Latin, Ancient Greek, and English texts.

In this work, our goal is to move away from sys-
tems relying on hand-crafted rules, and instead to
employ state-of-the-art tools for identifying inter-
textual relations that are easy to adapt to a wide
variety of languages from Classical Philology and
beyond. Most importantly, we probe the feasibil-
ity of uncovering intertextual parallels across lan-
guages, an area that has been largely neglected in
the automatic identification of intertextual allusions
until this point. This novel capability will consider-
ably enlargen the space for new findings, by being
able to compare texts directly across languages.

We show that SPHILBERTA is proficient in rec-
ognizing direct translations of sentences in An-
cient Greek, Latin, and English, thereby demon-
strating comprehensive cross-lingual competence.
Applying our model directly to texts of philolog-
ical significance not only underlines its practical
applicability but also highlights areas for improve-
ment, suggesting promising avenues for future ex-
ploration.

In summary, our contributions are as follows:

i) We introduce SPHILBERTA, a multilingual
sentence transformer for Latin, Ancient Greek,
and English. To our knowledge, we are the
first to apply this type of model to automati-
cally detect passages of potential cross-lingual
allusions in Latin texts.

To alleviate the scarcity of parallel sentence

pairs for training SPHILBERTA, we augment

the available resources by automatically trans-
lating English texts to Ancient Greek using an
existing multilingual TS model pre-trained on

Ancient Greek, Latin, and English data.

iii) We conduct experiments on retrieving trans-
lations or similar sentences from textual pas-
sages in foreign-language texts, using cross-
lingual SPHILBERTA sentence embeddings.

iv) Our experiments demonstrate that SPHIL-
BERTA is able to detect translations with high
accuracy and that data augmentation signifi-

ii)
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cantly enhances the performance of the sys-
tem for Ancient Greek. While finding textual
allusions still requires philological expertise,
we present cases where the model identifies
passages linked to known allusive texts.

2 Related Work

Detecting Intertextual Allusions. Initiated in
2008, the Tesserae project (Coffee et al., 2012;
Forstall et al., 2014) has been instrumental in ad-
vancing the automatic detection of intertextuality
in Latin and Greek texts. Their open-source tools
have seen numerous enhancements and refinements
over the years.”

Existing research has explored matching words
or stems (Coffee et al., 2012) as well as methods
that focus on semantics (Scheirer et al., 2014). Ad-
ditionally, techniques that combine both lexical and
semantic elements have been examined, where se-
mantic understanding is established through word
embeddings (Manjavacas et al., 2019) or via the
(Ancient Greek) WordNet (Bizzoni et al., 2014).
While the majority of preceding studies have con-
centrated on detecting text reuse in the Bible and
various religious texts, Burns et al. (2021) focus on
Classical Latin literature.

However, to our knowledge, no efforts have
been undertaken to automatically detect intertex-
tual similarities across languages, specifically be-
tween Greek, Latin, and English texts. This lack is
likely due to the inherent complications of inducing
cross-language mappings, a difficulty that arises
both with surface form-based strategies and with
techniques utilizing word embeddings. Notwith-
standing, this gap is of significant importance, as
it overlooks the frequent appearance of such allu-
sions, especially from Latin to Greek literature.

Language Models for Classical Philology. Bam-
man and Burns (2020) and Mercelis and Keers-
maekers (2022) introduced Latin BERT and
ELECTRA models, respectively. For Ancient
Greek, Singh et al. (2021) and Yamshchikov et al.
(2022) provided BERT models, initialized from
Modern Greek BERT and subsequently trained
on Ancient Greek data. Similarly, the UGARIT
project has successfully explored the usage of the
XLM-R model (Conneau et al., 2020) for Ancient
Greek and Latin texts (Yousef et al., 2022a,b), even

https://tesserae.caset.buffalo.edu/b
log/about-tesserae/.



though XLLM-R has not been pre-trained on An-
cient Greek texts. Recently, Riemenschneider and
Frank (2023) have complemented the encoder-only
landscape with encoder-decoder models and devel-
oped trilingual models using Ancient Greek, Latin,
and English texts. Moreover, Kostkan et al. (2023)
and Burns (2023) have developed odyCy and la-
tinCy, respectively, as dedicated spaCy pipelines’
for Ancient Greek and Latin.

SBERT Embeddings. Reimers and Gurevych
(2019) have shown that vanilla BERT embeddings
are not suitable for creating sentence embeddings,
and instead proposed the S(entence)-BERT mod-
els, which are based on Siamese and triplet net-
work structures. Building on their work, Reimers
and Gurevych (2020) introduced a method to learn
multilingual sentence embeddings via multilin-
gual knowledge distillation. This method realizes
knowledge transfer from a monolingual teacher
model to a student model, by training the student
model to align the original sentence and its transla-
tion to the same location in the embedding space.

3 Methodology

We closely follow Reimers and Gurevych’s (2020)
multilingual knowledge distillation recipe. Their
method requires a monolingual teacher model M
and parallel sentences in the given source language
and the target language(s) ((s1,%1), ..., (Sn,tn))-
The teacher trains a student model M such that
M (s;) ~ M{(s;) and M (t;) ~ M{(s;). For a given
mini-batch 5, the mean-squared loss is minimized:

T Ly |(M(s) = M(5;) + (M(s;) = N(1;))%]

In other words, the student model is trained to map
a given sentence to the same vector across lan-
guages, i.e., the translation of a given sentence
should be mapped to the same vector as the source
sentence. Notably, this method is not restricted
to a bilingual setup. Instead, the student can be
trained to map sentence vectors stemming from
multiple languages to the same vector, namely the
one provided by the teacher model.

In our work, the teacher and student SBERT
models to be used for cross-lingual knowledge
transfer will be initialized from strong transformer
language models for the respective languages. For

*https://spacy.io/.
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the English teacher model, we build on the MP-
NET model of Song et al. (2020), an encoder-only
model that has been pre-trained using a combina-
tion of masked language modeling and permuted
language modeling. Specifically, we use different
sentence transformer variants induced from MP-
NET, as provided by the SBERT library (Reimers
and Gurevych, 2019). For the student model, we
experiment with initializing it from different multi-
lingual models: XLM-R (Conneau et al., 2020), a
multilingual model based on ROBERTA that cov-
ers 100 languages, including Modern Greek and
Latin, in contrast to PHILBERTA (Riemenschnei-
der and Frank, 2023), a recent trilingual model that
has been pre-trained on Ancient Greek, Latin, and
English texts.

More detail about our models and the specific
experimental setup is provided in Section 5.

4 Parallel Data

As outlined in Section 3, the knowledge distillation
method of Reimers and Gurevych (2020) crucially
depends on the availability of parallel sentences
between the relevant source and target languages —
here, the source language English for the teacher
model, and English, Ancient Greek, and Latin for
our student model.

We collect this data from various sources: from
the Perseus Digital Library,* from parallel Bible
data,’ parallel English-to-Greek sentences from the
OPUS corpus (Tiedemann, 2012), and an extensive
collection of parallel English and Latin sentences
available on the Huggingface Hub.® We refer to
the latter dataset as “Rosenthal”, named after its
associated account.

The Perseus project features a large collection of
Ancient Greek and Latin texts, many of them with
corresponding translations. However, the align-
ment of the provided data is not always fine-grained
enough for our purpose. Therefore, we align indi-
vidual lines with their corresponding translation,
and discard lines that we cannot align successfully.

To generate additional parallel data for enhanced
knowledge transfer, we experiment with translat-
ing the English portions of the Rosenthal dataset,

*https://github.com/PerseusDL/canonic
al-greekLit and https://github.com/Perseus
DL/canonical-latinLit.

5https://github.com/npedrazzini/paral
lelbibles/tree/main.

®https://huggingface.co/datasets/gros
enthal/latin_english_parallel.



English  Greek Latin
Perseus 3743K 2120K 384K
Bible 897K 128K 520K
Opus 5K 4K —
Rosenthal 3428K 2370K' 2095K

Table 1: Dataset statistics (in number of words) of avail-
able parallel sentences across languages. The
Greek Rosenthal data marked with a dagger (1)
has been translated using PHILTAg,_,Gre.”

which consists solely of English and Latin paral-
lel data, into Ancient Greek. This required first
fine-tuning the multilingual PHILTA model’ on the
Perseus data to enable translation from English to
Ancient Greek. Subsequently, we used the trained
PHILTAE, gre model to translate the Rosenthal
dataset into Ancient Greek, thereby expanding it to
a trilingual parallel dataset.

Table 1 provides the data statistics. Since parts
of the corpora overlap, we deduplicate the data.

5 Experiments

Our first aim is to compare different model config-
urations. We test the following configurations:

e Teacher Model. We use the all-
~mpnet-base-v2% and the multi-
—~ga-mpnet-base-dot-v1? model from
the SBERT library (Reimers and Gurevych,

2019) as teacher models. While the former is
fine-tuned on a variety of tasks, the latter is
optimized for semantic search.

Student Model. We compare the perfor-
mance of XLLM-R (Conneau et al., 2020) to
that of PHILBERTA (Riemenschneider and
Frank, 2023) when used as student models.
XLM-R serves as a well-established multilin-
gual baseline.

Data Augmentation. We evaluate whether
the automatic English-to-Greek translations
produced by PHILTAg, ,g to extend the
Rosenthal dataset improve task performance.

"PHILTA (Riemenschneider and Frank, 2023) is a trilingual
encoder-decoder model based on T5 (Raffel et al., 2020) that
was pre-trained on Ancient Greek, Latin, and English data.

8https ://huggingface.co/sentence-trans
formers/all-mpnet-base-v2.

‘https://huggingface.co/sentence-trans
formers/multi-ga-mpnet-base-dot-vl.
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In order to transparently evaluate our models,
we first measure their ability to correctly detect
translations of a sentence. For each parallel dataset,
we hold out 1 000 sentences as test sets. Given a
query, i.e., the embedding of a specific sentence
in the source language, we compute the cosine
similarity to the embeddings of all 1 000 sentences
in the target language.

Following Reimers and Gurevych (2020), we
measure the success of our models by determin-
ing translation accuracy: we count a translation to
be correctly identified if the model computes the
highest cosine similarity between the query and its
correct translation, and vice versa. This evaluates
the student model’s ability to align a source lan-
guage sentence with an equivalent target language
sentence.

However, our primary interest is whether the
model can effectively link Ancient Greek and Latin
texts. Regrettably, the volume of parallel data
available in Ancient Greek and Latin is severely
constrained. Consequently, we utilize Bible data,
which is accessible in Ancient Greek, Latin, and
English. Again, we examine the model’s perfor-
mance on 1000 test sentences, given in Ancient
Greek or Latin. We ensure that the model has not
encountered any of these sentences in its training
data, either in English or Latin, or in Ancient Greek.
In addition, we use the PHILTAE,_,G.-generated
Ancient Greek test set translations of the Rosenthal
corpus and compare them to their Latin originals.

We are aware that the task of identifying inter-
textual allusions poses a much greater challenge
than merely recognizing translations, as allusions
typically exhibit more subtlety and may extend be-
yond sentence or verse boundaries. However, we
consider this evaluation a transparent method for
comparing the effectiveness of different model con-
figurations and an approximate measure to evaluate
the potential success of our models in identifying
intertextual allusions across languages.

Experiment Details. We train all models with
the exact same configurations. We fine-tune all
models for 30 epochs, using a batch size of 32, the
AdamW optimizer with a learning rate of 2e—5,
and 10000 warmup-steps. The best-performing
model is selected based on the translation accuracy
derived from a total of 2000 held-out validation
examples, comprised of 1 000 English-Greek and
1 000 English-Latin sentence pairs.



Teacher Student PHILTA- Bible Perseus Rosenthal
translations En—La La—En En—La La—En En—La La—En
all-mpnet-base-v2 XLM-R X 0.10 0.10 0.30 0.60 0.50 0.60
all-mpnet-base-v2 PHILBERTA X 96.10 95.60 90.10 88.40 95.90 95.20
multi-ga-mpnet PHILBERTA X 96.90 96.00 91.60 91.30 97.90 96.90
multi-ga-mpnet PHILBERTA v 96.40 95.90 91.90 90.90 97.80 96.60

Table 2: Translation accuracy for various English-Latin test sets. Utilizing XLM-R as a student model leads to catas-
trophic results. It is crucial to substitute PHILBERTA as the student model for successful model training.
Switching to the semantically-oriented multi-ga-mpnet from the broader all-mpnet-base-v2
provides further enhancements.

Teacher Student PHILTA- Bible Perseus Rosenthal
translations En—Grc Grc—En En—Grc Grc—En En—Gre! Gref—En
all-mpnet-base-v2 XLM-R X 0.20 0.20 0.30 0.10 0.30 0.10
all-mpnet-base-v2 PHILBERTA X 96.50 96.50 89.50 87.40 93.39 92.49
multi-ga-mpnet PHILBERTA X 97.80 97.70 89.80 88.80 92.29 86.99
multi-ga-mpnet PHILBERTA v 98.30 98.00 91.10 90.50 96.80 94.29

Table 3: Translation accuracy for various English-Greek test sets. The Greek Rosenthal data has been translated
by PHILTA. We see the same trends as in Table 2. The enrichment of the training corpus with additional
PHILTA-translated content notably increases the performance for Ancient Greek.

Teacher Student PHILTA-translations Bible Rosenthal
La—Grc Grc—La La—Grc! Gref—La
all-mpnet-base-v2 XLM-R X 0.10 0.10 0.20 0.20
all-mpnet-base-v2 PHILBERTA X 96.10 95.60 83.97 83.67
multi-ga-mpnet PHILBERTA X 96.50 96.69 84.97 82.57
multi-ga-mpnet PHILBERTA v 96.70 96.90 92.08 91.68

Table 4: Translation accuracy for various Latin-Greek test sets. The Greek Rosenthal data has been translated by
PHILTA. We see similar trends as described in Tables 2 and 3.

34



6 Results

We present our results for the different configura-
tions in Tables 2 to 4. Specifically, we evaluate: i)
the performance of different teacher models (the
more general all-mpnet-base-v2 SBERT
model in comparison to the multi-ga-mpnet
SBERT fine-tuned for semantic search), ii)
different student models (XLM-R versus the
PHILBERTA model), and iii) augmenting the
parallel data for training SPHILBERTA using
PHILTAE, ,Gre-translated texts.

Employing XLM-R as the student model leads to
catastrophic performance. Specifically, the model
never surpasses the 1% mark in test set perfor-
mance. We observed this trend consistently, re-
gardless of the model configuration or the random
seed employed. This outcome is, to some degree,
to be expected, as XLM-R is not pre-trained on
Ancient Greek data. Still, it is surprising that
XLM-R performs so badly also on Latin data,
as its pre-training corpus contained a Latin por-
tion. Moreover, the UGARIT project (Yousef et al.,
2022a,b) has successfully adapted XLM-R to An-
cient Greek. We hypothesize that the effective-
ness of a broadly multilingual but unspecialized
model may be task-dependent, and continuing self-
supervised pre-training on Ancient Greek texts may
be required for XLM-R to adapt adequately. These
findings highlight the importance of initializing the
student model with a model that is proficient in the
target languages.

Initializing the student model with PHILBERTA
yields strong performance, often surpassing 95%
translation accuracy. Generally, employing
multi-ga-mpnet as a teacher model con-
tributes to a slight performance improvement over
all-mpnet-base-v2. Yet, when testing the
model on the Ancient Greek Rosenthal corpus,
using the multi-ga-mpnet teacher model re-
sults in a performance decline. Importantly, the
Greek part of this dataset has been translated by
PHILTAE,—,Gre, Which could possibly have affected
the quality of the dataset. Indeed, while we see
this negative trend when festing on the generated
data, the inclusion of the PHILTA-generated An-
cient Greek Rosenthal corpus as additional train-
ing data leads to a notable enhancement for the
Greek datasets, while the performance for Latin
translation retrieval remains largely unaffected.

The results for Latin-to-Greek and Greek-to-
Latin translations are shown in Table 4. Our mod-
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els notably exhibit strong performance across both
datasets. Again, utilizing the Greek Rosenthal data
considerably improves performance. These results
show that SPHILBERTA can be efficiently utilized
in a scenario that solely involves Greek and Latin
texts, without necessitating the involvement of En-
glish texts.

7 Case Study: The Aeneid and Homer’s
Odyssey

Examinations of the intertextual allusions in Vir-
gil’s Aeneid to both the Iliad and the Odyssey have
a long history, dating back to antiquity. Structurally,
the Aeneid’s initial six books mirror the narrative
of the Odyssey, while the concluding six books
correspond more closely to the Iliad.

In the second book of the Aeneid, the protagonist
Aeneas attempts to escape from the ravaged city of
Troy with his family. Tragically, his wife, Creusa,
is lost amidst the chaos. Creusa’s ghost consoles
him and bids him goodbye before receding into
thin air: “This speech uttered, while I wept and
would have said many a thing, she left me and
retreated into thin air. Thrice there was I fain to
lay mine arms round her neck; thrice the vision 1
vainly clasped fled out of my hands, even as the
light breezes, or most like to fluttering sleep.”'”

These verses mirror closely a scene in the Nekyia
of the Odyssey, where Odysseus meets his mother
Anticleia in the underworld: “So she spoke, and 1
pondered in heart, and was fain to clasp the spirit
of my dead mother. Thrice I sprang towards her,
and my heart bade me clasp her, and thrice she
flitted from my arms like a shadow or a dream, and
pain grew ever sharper at my heart.”!!

To evaluate our model’s proficiency in identify-
ing these intertextual allusions, we employ each
verse of the Aeneid passage (i.e., 5 verses) as a
query, which we then compare to the verse em-
beddings (approx. 11 000 verses) of the complete
Odyssey. Table 5 shows the three highest results
for each verse, according to our best-performing
model setup (teacher: multi-ga-mpnet; stu-
dent: PHILBERTA; additional PHILTA-generated
Rosenthal data).

We note that these verses do not share a direct
one-to-one relationship and they are not transla-
tions of each other, the scenario in which our model

%Virgil, Aeneid, 2.790-794, translated by Mackail (1885).
""Homer, Odyssey, 11.204-208, translated by Murray
(1919).



Query Results

. ubi dicta dedit, _ et multa volentem Tiig 8" dp” Gouovong _, ThixeTo B¢ Ypoc:

speech uttered, while I [Wept] and would have said many a thing, and as she RERed her and her face melted
. @dro , tijc 8 elivnoe -, oyéle 8 dooe -
- she 'spoke , and lulled Penelope’s -, and made her eyes to cease from -
. @dto , tfj 8 pa - évi othilecow -
- he spoke , and _ in her breast.

|dicere deseruit|, tenuisque recessit in auras . 7 uev dip” idc €pluo’ amePrioeto dia Dedwy ,

-, she left me and retreated into thin air . Now when she had done this  the fair goddess departed ,
7 v 3o [Bc eimolio’ anéhn o Besara xald.
-, she departed to the fair palace .
N uev dp” g xprvny xoteBrioeto xalhipéedpov

[She] had come down to the fair-flowing spring [Artacia],

Hmatus ibi collo dare [bracehia circum: o6mt v - ENOV, T8 08 ol Yépa Tdpdecoy adTE.
there was I fain to lay mine [@ffiis] round her neck; he took in his [hands| roast meat and set it before them, [...] which they had set before himself as a
mess of honor.
- uév pv meréuev éplooeoion UEVEAVWY ,
[Thricel he made it quiver |in his eagerness  to draw it,
autix” énerta - eV - otfopfiow
straightway took his - in his mighty -

[#er frustra |comprensa. _ imago , - 3¢ ot - oxfj glxehov # xol Gvelpe

- the vision I vainly - _, and - [she flitted] _ like a shadow or a dream ,
- UEV EQupuniny, o] <« e Yupog dvdyet,
- I sprang towards her, and my heart bade me - her,
- 8¢ un 1w Ay mpoxahileo, uh ue yohwong,
But with thy - do not provoke me overmuch,

_, or most like to fluttering |sleep . And she ran before the _, _,
Gpoog dpyohénmy - duéyopTov -,

when he had roused a furious - of cruel -
éc _ 7 8" €€ Umvou dvépouce

into the [breath of the'winds!. And [she] started up from |sleep

Table 5: Top 3 predictions of our best-performing SPHILBERTA model (teacher: multi-ga-mpnet; student:
PHILBERTA; additional PHILTA-generated Rosenthal data) when queried over the whole Odyssey. We
mark corresponding cross-lingual concept pairs with individual colors.
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was trained. Even so, we observe that verse 793
(“thrice the vision I vainly clasped fled out of my
hands”) is correctly paired with the best corre-
sponding Greek verse (“and thrice she flitted from
my arms like a shadow or a dream”). In the major-
ity of cases, our model accurately captures crucial
concepts, such as weeping, departing, triplicity,
wind, and sleep, linking them reasonably to differ-
ent verses. However, our verse-to-verse mapping,
which precludes longer texts, results in a lack of a
cohesive concept of extended intertextually allud-
ing passages.

Still, our case study demonstrates the proficiency
of our models in recognizing sentence structures
and translating them to a different language (as in
“this speech uttered” — “so she spoke”), and in
identifying common topics or concepts across lan-
guages, even locating verses where multiple rele-
vant concepts exist within the same verse (“thrice”,

LIS

“the vision”,

LR I3

out of my hands” — “thrice”,

shadow or a dream”, “from my arms”).

a

Despite these remarkable results, our case study
also reveals the need for a more sophisticated
retrieval mechanism that extends beyond verse
boundaries to search for broader patterns. Yet, al-
ready in the present state, our SPHILBERTA model
can serve as a useful tool for automatic first-pass
exploration of potential cross-lingual intertextual
allusions, and in this way can support philologists
in the search for intertextual allusions.

8 Conclusion

We introduce SPHILBERTA, a multilingual
PHILBERTA-derived sentence transformer model,
specifically adapted to Classical Philology. Our
model represents a pioneering effort in detecting
intertextual allusions between Ancient Greek and
Latin texts, which is characteristic of many Roman
writers who used Greek literature for juxtaposition.
SPHILBERTA displays impressive performance
across various datasets, confidently identifying di-
rect translations among English, Latin, and Ancient
Greek. We have illustrated that SPHILBERTA
holds strong potential in revealing intertextual al-
lusions; however, additional research is needed to
fully exploit the model’s capabilities. Our multi-
lingual SPHILBERTA and the similarity-driven re-
trieval settings built upon it offer, for the first time,
the option to study intertextuality cross-lingually
on a broader scale in original Classical Literature.
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Abstract

Etruscan is an ancient language spoken in Italy
from the 7"century BC to the 1*'century AD.
There are no native speakers of the language at
the present day, and its resources are scarce, as
there exist only around 12,000 known inscrip-
tions. To the best of our knowledge, there are
no publicly available Etruscan corpora for natu-
ral language processing. Therefore, we propose
a dataset for machine translation from Etruscan
to English, which contains 2891 translated ex-
amples from existing academic sources. Some
examples are extracted manually, while others
are acquired in an automatic way. Along with
the dataset, we benchmark different machine
translation models observing that it is possi-
ble to achieve a BLEU score of 10.1 with a
small transformer model. Releasing the dataset
! can help enable future research on this lan-
guage, similar languages or other languages
with scarce resources.

1 Introduction

Etruscan (ISO 639-3 code: ett) is a language
spoken in the Etruria region (modern-day centre
Italy) from the 7"century BC to the 15‘century AD
(Wallace, 2008). It is written right to left using the
Etruscan alphabet, derived from the Greek alphabet
(Wallace, 2008). The predominant word order in
this language is mostly subject-object-verb (Wal-
lace, 2008). This pattern is similar to Latin, but
distinguishing it from other languages like English,
where the words follows the subject-verb-object
order. It has 5 cases (accusative, nominative, gen-
itive, dative and locative), two numbers (singular
and plural) and takes into consideration animacy
and gender (Wallace, 2008).

Only a small number of inscriptions in this lan-
guage survived up to the present day: an estimated
12,000 inscriptions have been recovered (Wallace,

"The data and code are available here:
https://github.com/GianlucaVico/

Larth-Etruscan-NLP.git
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2008). However, only a few of them have a sig-
nificant length to be considered complete. Other
ancient languages used in similar areas and periods
in history, such as Latin and Ancient Greek, have
more resources, thus, making natural language pro-
cessing techniques and tools easier to develop for
these languages.

The contribution of this paper is threefold: First,
we build a corpus of Etruscan inscriptions usable
for natural language processing. We use as a start-
ing point existing academic resources for this lan-
guage exist, and we try to create our corpus both
by manual and automatic work. Second, we focus
on the machine translation task from Etruscan to
English. We evaluate whether neural models can
be trained with this data and if they can outperform
less data-hungry models. Finally, we investigate
if it is possible to exploit any similarity between
Etruscan and Latin or Ancient Greek to improve
the aforementioned model.

In Section 2, we introduce state-of-the-art tech-
niques relevant to this paper. Then, in Sections 3
and 4 we explain the methods used to work on the
data and the model used. Section 5 and Section 6
illustrate the experiments and compare the different
techniques. Finally, Section 7 concludes the paper.

2 Literature review

The Etruscan Texts Project (ETP) (Wallace et al.,
2004) is a digital Etruscan corpus which con-
tains 369 inscriptions. The project is based on
Etruskische Texte (Rix and Meiser, 1991) and
is used in the book Zihk Rasna (Wallace, 2008).
Another digital Etruscan work is the Corpus In-
scripionum Etruscarum Plenissimum (CIEP) (Hill,
2018), based on the Corpus Inscriptionum Etr-
uscarum (CIE) (Pauli, 1893).

Similar works exist for Latin and Ancient Greek,
like I.PHI (Sommerschield et al., 2021) and Perseus
(Crane, 1985). In addition, toolkits like CLTK
(Johnson et al., 2021) offer natural language pro-

Proceedings of the Ancient Language Processing Workshop associated with RANLP-2023, pages 39-48,
held in Varna Bulgaria, Sept 8, 2023.
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cessing for these languages. Projects that aim to in-
crease the resources available for low-resource lan-
guages may also include ancient languages, like the
Tatoeba Translation Challenge (Tiedemann, 2020).
It has Latin and Ancient Greek datasets, however,
it does not include Etruscan.

The machine translation task can be solved via
neural machine translation (Sutskever et al., 2014a),
which involves training neural networks that take
texts from the source language and generate the
translation in the target language. Popular architec-
tures include Long short-term memory (LSTM)
(Hochreiter and Schmidhuber, 1997) and trans-
formers (Vaswani et al., 2017). These models
are sequence-to-sequence (Sutskever et al., 2014b),
meaning they take a sequence as input and generate
a sequence of possibly different lengths as output.
One approach is to feed word or word pieces to the
model like in TS5 (Raffel et al., 2020) or Bahdanau
et al. (2014). Yang et al. (2016) and Ling et al.
(2015) show that it is possible to work directly on
characters, while other models (Shahih and Pur-
warianti, 2019 and Bansal and Lobiyal, 2020) use a
hybrid approach by working on both the character
and word sequences.

Besides neural networks, other approaches in-
clude rule-based models, such as dictionary mod-
els, which translate the text based on explicit rules,
and statistical models (Koehn, 2010).

By using the transformer architecture, Ithaca
(Assael et al., 2022) is able to perform textual
restoration and geographical and chronological at-
tribution of ancient Greek inscriptions. The model
consists of a sparse self-attention encoder (Zaheer
et al., 2021) that takes as input the characters and
the words of the input text, and then three feed-
forward blocks generate the output for each task.
Other examples of transformer models working on
ancient languages are the multi-language transla-
tion model Opus-MT (Tiedemann and Thottingal,
2020), tested on the Latin — English split of the
Tatoeba dataset, or the language model Latin-BERT
(Bamman and Burns, 2020).

Translation models can be evaluated by using
various metrics. Papineni et al. (2002) proposes
BLEU: this metric considers the average matching
precision of n-grams between the reference text and
the machine-translated text. Another metric is TER
(Snover et al., 2006), which measures the quality of
the translation based on the number of edits needed
to change the system text to the reference one. TER
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and BLEU are based on word n-grams, while chr-
F (Popovié, 2015) uses the F-score of matching
character n-grams.

3 Data

3.1 Etruscan

First, we collect a dataset containing Etruscan texts.
The main sources used are CIEP (Hill, 2018), ETP
(Wallace et al., 2004), and the book "Zikh Rasna: A
Manual of the Etruscan Language and Inscriptions"
(Wallace, 2008), which cites "Etruskische Texte"
(Rix and Meiser, 1991). It is possible to extract
Etruscan inscriptions and their translations where
available from ETP and Zikh Rasna. In addition,
we extract the date and location of the inscriptions.
Also, Zikh Rasna contains a list of Etruscan words
and proper names used to make a dictionary. From
CIEP, we extract only the inscriptions and the trans-
lations. However, the inscriptions are often incom-
plete or noisy due to the structure of CIEP itself
and the limitation of the PDF extracting software
(PyMuPDF, McKie and Liu, 2016). We make two
datasets. The first, ETP, uses data from ETP and
ZIkh Rasna, while the second ETP+CIEP, adds
the data from CIEP.

After removing strings that are in the wrong lan-
guage, the text is normalised. CIEP and ETP use
two different transcription conventions. Also, Etr-
uscan uses several symbols as word separators ("

"o o nin

, "), which are converted to white space
(" "). Table 1 illustrates how the Etruscan alphabet
is transcribed by ETP and by us (Larth). Note that
the transcription is not reversible.

In the end, we obtain 7139 Etruscan texts (561
from ETP and 6578 from CIEP). Among these, a
translation is available for only 2891 inscriptions
(239 from ETP and 2652 from CIEP). Also, the
vocabulary built from ETP contains 1122 words,
of which 956 with a translation. Each word is
also described by 54 binary grammatical features
(e.g., plural, active, passive, ...). The type of text is
not included in the dataset, however, ETP lists on
their website mostly proprietary and funerary texts
(Wallace et al., 2004) (137 and 104 out of 369).

Since the data is limited, we perform data aug-
mentation. Many inscriptions contain proper nouns,
so we use the dictionary we built to replace them
with other proper nouns with the same grammatical
features. The substitution is done simultaneously
on the Etruscan and English texts in order to keep
the translations correct, as shown in Figure 1. Also,



Etruscan ETP Larth
A a a
B b b
C c c
D d d
E e e
F v \4
I z zZ
8 h h
® 0 th
I i i
K k k
L 1 1
M m m
I~ n n
H S S
O 0 0
™M c, 6 s, sh
r p p
? q q
p r r
A s,$,¢, ¢ | s,sh,s,sh
T t t
\" u u
X S sh
P ¢ ph
Y X kh
8 f f

Table 1: Texts from ETP are already transliterated, but
CIEP transliteration is sometimes ambiguous. We fur-
ther reduce the number of symbols by using a subset of
the Latin alphabet.

inscriptions can be damaged, so parts of the words
cannot be read and the translation models have to
either discard those words or rely only on the re-
maining characters. So, we generate more training
samples by damaging more words. We assume
that the damage occurs at the beginning or end of
the words with a set probability. Also, we assume
the number of damaged characters follows a geo-
metric distribution. In this way, for instance, the
word "clan" can stay unchanged or it might become

"—al’l", "Cla'”, ll_l_ll.

3.2 Latin and Ancient Greek

Models introduced later in the paper use Latin or
Ancient Greek documents. Tatoeba eng-lat (Tiede-
mann, 2020) is used to train the Latin model. The
text is normalised and non-Latin characters are re-
moved. For Ancient Greek, we use Perseus (Crane,

41

ETT: larisal * clan

ENG: son of /aris

ETT: /arthal « clan ETT: arnthal « clan

Y

ENG: son of /artth ENG: son of arnth

Figure 1: Example of data augmentation by replacing
proper names. The name is replaced both in the Etruscan
text and the English translation.

1985). In this case, we also remove all diacritical
marks and transliterate the text to Latin. In this way,
all the languages used share the same alphabet.

4 Machine Translation

We compare different models for machine transla-
tion on the BLEU metric but chr-F and TER met-
rics are also reported. The metrics are computed by
SacreBLEU (Post, 2018). Higher BLEU and chr-F
and lower TER indicate a better-performing model.
Moreover, we evaluate the case where we use only
ETP and ETP+CIEP for training and testing the
models.

4.1 Random Model

The output of this model does not depend on the
Etruscan inputs, but only on the training transla-
tions. It assumes that the length of the translations
follows a normal distribution whose parameters are
estimated from the training data. Then, it samples
English tokens from the training distribution. The
experiment is repeated 10 times with random splits
of the dataset in training and testing data. The
resulting metrics are then averaged.

4.2 Dictionary-based Model

The second model is a dictionary-based model
based on the vocabulary provided in Zihk Rasna
(Wallace, 2008). The model assumes that each
word has one meaning and one translation. More-
over, it does not rearrange the word order and it
does not consider the grammar of the source lan-
guage or the target language. This model splits the
input text into word tokens. Then, for each token, it
searches for the exact match in the dictionary. If a



Eng.:

Ett.:

Figure 2: The first approach for the n-gram model.

<eng n> indicates English tokens, while <et n>

are Etruscan tokens; <pad> is the padding token.

The example shows P(<engl>|<pad><pad><etl>) and
P(<eng2>|<pad><etl><et2>). The context is made up
of Etruscan trigrams.

match is found, it adds the translation to the output;
otherwise, the token is ignored.

4.3 N-gram and Naive Bayes Models

Then, we try to translate Etruscan taking into
consideration the previous n tokens. The
model estimates the probability distribution
P(eng;|ett;, ett;_1, ...ett;_,), where eng; and ett;
are tokens at position ¢. This is done either directly
from the training data or as a Naive Bayes model
with the following expression:

P(eng;|ett;, etti_1,...etti_p) x

x P(eng;) H P(ett;—jleng;) (1)
=0

The model assumes that one n"Etruscan token is
translated into the single n""English token. Figure
2 shows how the sequences are aligned and which
Etruscan context is used for each English token.

A second N-gram model also includes the
previous English tokens in the context by comput-
ing P(eng;lett;,...etti—pn,engi—1,...,eNGi—n—1)
as shown in Figure 3. When the probability
distribution is estimated directly, we consider the
case when the word order is taken into account and
when it is not. We use beam search to generate the
output.

4.4 1IBM Models

Next, we compare our models to existing ones. To
do so, we consider the IBM models (Koehn, 2010)
from the NLTK package (Bird and Loper, 2004).
They are a series of 5 models with increasing com-
plexity. These models consider the alignment be-
tween the source strings and the target strings, how-
ever, the Etruscan-English pairs we are using do
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Figure 3: the second approach for the n-gram model.
<eng n> indicates English tokens, while <ett n> are
Etruscan tokens; <pad> is the padding token. The
example shows P(<engl>|<pad><ett]>, <pad><pad>)
and P(<eng2>|<ett]><ett2>, <pad><engl>). The con-
text is made up of Etruscan and English bigrams.

not contain this information. Therefore, we test the
models as if the sequences were aligned.

IBM1 does not consider the word order. IBM2
introduces the word order, while IBM3 takes also
into consideration that a word can be translated
into zero or more words. IBM4 and IBMS can also
reorder the output words. Moreover, IBM4 and
IBMS also need the part-of-speech (POS) tags of
both the source and target sequences. POS tags are
inferred from the grammatical features listed in the
dictionary. For Etruscan, these are obtained by a
manually annotated list of words, while the English
sequences are tagged by NLTK perceptron tagger.

4.5 Transformer Models - Larth

Finally, we propose a transformer model, Larth.
The encoder is based on Ithaca (Assael et al., 2022).
It takes both the characters and the words as input
and concatenates their embeddings. Then, the se-
quence is encoded with a BigBird attention block
(Zaheer et al., 2021). The character and word se-
quences are aligned so that they have the same
length. To do so, we test two approaches: we either
extend the word sequence by repeating the word to-
kens or by adding space tokens as shown in Figure
4.

The decoder uses the encoded and the trans-
lated word sequences as input. First, it applies
self-attention to the translated sequence, and then
it computes the cross-attention between the transla-
tion and the encoded inputs. A feed-forward layer
generates the output. Figure 5 illustrates this archi-
tecture.

First, we train the model from scratch on Etr-
uscan — English. Then, the model is initially
trained for Latin — English or Ancient Greek —



Repeated word tokens
Char:|<v>| <i> <n><u><m><_>|<t>|<h> <i> <c>
Word:[wi inum><vinu inum> < > | <thic> | <thic> | <thic> | <thic>
Space tokens
Char:|<v>| <i> <n><u><m><_>|<t>|<h> <i> <c>
Word:pinm < >I1< >I< >[< >/< >/t |< >I< >I< >

Figure 4: Example of how the character and word se-
quence are aligned. The string vinum thic means wine
and water.

Dataset | BLEU chr-F TER
ETP+ 0.059 9.263 194.977
CIEP (0.0174) (0.295) (10.676)

ETP 0.324 13.970 133.878
(0.064) (1.150) (11.877)

Table 2: Performance of the random model on the differ-
ent Etruscan datasets. The table reports the mean value
and the standard deviation of the metrics.

English and later fine-tuned on the original task
Etruscan — English.

Moreover, we investigate the effect of using both
the character and the word sequence by training
with only one of the sequences and the effect of
data augmentation The model uses beam search
when generating the output sequences, but we use
one beam when evaluating during the training for
efficiency. Sequences are truncated at 256 tokens
due to memory and computational resources.

5 Experiments

In this section, we compare different machine trans-
lation models trained on Etruscan data. The models
are compared on the BLEU score.

5.1 Random Model

First, we run the random model on the Etruscan-
Englih data. The dataset is split into 80 % for
training and 20 % for testing. Only English labels
are used for the training. Each experiment is re-
peated 10 times with random dataset splits. Table 2
reports the mean scores and the standard deviation
of the models with different combinations of the
datasets.

5.2 Dictionary-based Models

From the book Zikh Rasna is possible to build a
dictionary containing 821 vocables and their trans-
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Figure 5: Transformer architecture used to translate
Etruscan to English. The encoder imitates Ithaca’s torso.
For both the encoder and the decoder, one attention
block is used.

Dataset BLEU chr-F TER
ETP+CIEP | 0.167 9.120 89.799
ETP 4505 40.771 68.135
CIEP 0.000 1.896 98.672
ETP (Suffix) | 1.605 37.669 82.666

Table 3: Results of the dictionary-based model when
tested on the different sets. ETP (Suffix) is the model
tested on ETP with the suffix tokenizer.

lations.

We compare two tokenizers for Etruscan: the
first uses white spaces to split the tokens, and the
second also separates the suffixes from the root.
The list of suffixes is also obtained from Zikh Rasna
and the tokenizer recognises 178 suffixes. Table
3 shows the results of this model when translating
Etruscan.

If we consider the example "itun turuce venel
atelinas tinas dlniiaras" with the reference transla-
tion "venel atelinas dedicated this vase to the sons
of tinia", this model predicts "this dedicated venel
atelina tinia". If we use the suffix tokenizer the pre-
diction is "this for him dedicated three this venel
laris atelina shows".



Context: ETT - Word order: No

N-gram | BLEU chr-F TER
| 0.406 7.727  92.605
(0.163) (0.867) (0.960)
’ 0.006 3.249  98.035
(0.001) (0.752) (0.821)
3 0.001 2.523  98.553
(0.001) (0.753) (0.821)

Context: ETT - Word order: Yes
N-gram | BLEU chr-F TER
1 0.405 7.727  92.605
(0.163) (0.867) (0.960)
’ 0.005 3.211  98.013
(0.005) (1.004) (1.089)
3 0.001 2.523  98.531
(0.001) (0.748) (0.870)

Table 4: Mean scores and their standard deviation (in
parenthesis) of the n-gram models that use only the
Etruscan texts.

5.3 N-gram and Naive Bayes models

Similarly to the random models, 80% of the data
is used for training, while the remaining 20% is
for testing. The dataset is ETP. Each experiment is
repeated 10 times with different random splits.

With the N-gram models, we compare models
with a context size of 1, 2 and 3 that use only
Etruscan or both Etruscan and English as context
and whether they consider the word order. Out-of-
vocabulary (OOV) tokens are handled with addi-
tive smoothing. We use 8 beams when generating
the output sequence, however, this is equivalent to
greedy search when the context uses only Etruscan.
Table 4 shows the results of the models that use
only the Etruscan sequence, while Table 5 shows
the models that also use the English translations.

For the Naive Bayes models, we only use a con-
text size of 2 and 3, and the models always consider
the word order. Table 6 reports the results.

5.4 1IBM models

We split 80 % of the data for training and 20 %
for testing. Moreover, we use the previously built
dictionary as training data. No alignment informa-
tion is given to the model, but IBM4 and IBM5
receive a dictionary that maps words to POS tags.
We assume that words can only have one tag.
IBM3, IBM4, and IBMS5 are trained only with
the dictionary data. Models trained on ETP+CIEP
are tested on ETP+CIEP, while models trained on
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Context: ETT-ENG - Word order: No

N-gram | BLEU chr-F TER
| 0.218 3.059 92.902
(0.018) (0.301) (1.160)
’ 0 0 100
) 0) 0)
3 0 0 100
) ) 0)
Context: ETT-ENG - Word order: Yes
N-gram | BLEU chr-F TER
| 0.447 5.360 92.105
(0.211) (0.856) (1.117)
’ 0.000 0.370 99.705
(0.000) (0.167)  (0.346)
3 0.000 0.357 99.690
(0.000) (0.097)  (0.297)

Table 5: Mean scores and their standard deviation (in
parenthesis) of the n-gram models that use the Etruscan
texts and the English translations. When the scores are
zero is because the models immediately predict the end-
of-sequence (EOS) token.

N Context | BLEU chr-F TER
S pe | 0160 12609 101482
0.023) (1.009) (1.251)
s pe | 0146 12708 103867
0.030) (0.921) (1.220)
0.055 9547 101.522
2 B-Eng | 048y (1.821)  (0.851)
3 Eupng | 0055 9954 103038
(0.048) (2.103)  (1.005)

Table 6: Mean scores and their standard deviation (in
parenthesis) of the Naive Bayes models.

ETP are tested on ETP as shown in Tables 7 and 8.

As an example, IBM3 translates "eca shuthic
velus ezpus clensi cerine” as "this funerary vel et-
spus son constructed”, while the reference trans-
lation is "this funerary monument belongs to vel
etspu it is constructed by his son".

5.5 Transformer Models - Larth

The model is trained for Etruscan — English trans-
lation with ETP+CIEP and with ETP only. The
models are tested on the same split of the dataset.
Due to the small size of the dataset, 95 % of the
data is used for training.

The optimizer is RAdam (Liu et al., 2019), with
an initial learning rate of 0.002 and 250 warmup
steps. We use a reverse square root learning sched-



ETP+CIEP

Model | BLEU chr-F  TER
IBM1 (gfﬂg) (1 19..177484) ?09..629133;
IBM2 (8;§Z§) (119.'34853(; 509.458571>
IBM3(*) (8:(1)22) (?:ﬁz) (911.50()572)
IBMA4(*) (8:(1)22) (?Ti;) (911.50()572)
IBM5(*) (8:(1)22) (?ﬁ;) (911.501663)

Table 7: Performance of the IBM models on the
ETP+CIEP dataset. (*): IBM3, IBM4 and IBM5 are
trained only with the dictionary.

ETP

Model | BLEU chr-F  TER
| 207 T
IBM2 ((2):411?13) (326,679281) (72%593(;1)
IBM3(*) (gjﬁi) ?2?.232993; (721.;125760)
IBM4(*) (gfgfi) <329.é32981> (721-;125760)
IBMS5(*) ((2)245‘?;) (?)29,;3156) (721.;131351)

Table 8: Performance of the IBM models on the ETP
dataset. (*): IBM3, IBM4 and IBMS are trained only
with the dictionary.

ule. The loss function is cross-entropy, and the
batch size is 32. We set the label smoothing to 0.1.

We first try to train from scratch and with differ-
ent alignment techniques. The BLEU, chr-F and
TER scores are shown in Table 9. We use data
augmentation with ETP+CIEP with the sequences
aligned by repeating the word tokens, however, we
do not use it on ETP due to the decrease in perfor-
mance.

Next, we train the same architecture with only
the word sequence or only the character sequence.
The results are shown in Table 10.

When training the same model with the Latin and
Greek data, it achieved, respectively, BLEU/chr-
F/TER of 0.4968/5.01/151.4 and 0.12/6.186/107.3.
Then, we fine-tune those models with Etruscan as
shown in Table 11.

Larth trained on ETP translates "mi aveles me-
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ETP+CIEP
Model BLEU chr-F TER
repeat 101 15.11 1445
space 5.201 169 2748
repeat+unk 2.8 148 189.1
repeat+name | 1.004 122 615.9
ETP

Model BLEU chr-F TER

repeat 9.053 17.24 137
space 5.784 15.88 124.7

Table 9: Larth trained from scratch for Etruscan —
English. Repeat and space indicate how the character
and the word sequence are aligned. +name is trained
with data augmented by changing names, while +unk is
augmented by deleting characters.

ETP+CIEP
Inputs BLEU chr-F TER
char 0.9694 1442 2548
word 2776 1349 99.88
char+word | 10.1 15.11 1445
ETP

Inputs BLEU chr-F TER
char 0.1431 11.22 528.1
word 7.679 18.48 131.6

char+word | 9.053 17.24 137

Table 10: Larth trained from scratch for Etruscan —
English with only the character or the word sequence or
both as input.

tienas" as "i am the tomb" while the reference trans-
lation is "i am the tomb of avele metienas". Note
that in this example "the tomb" is implied and not
mentioned explicitly.

When trained on ETP+CIEP, we have "e ca
shuthi anes cuclnies" translated as "this tomb" but
the reference is "this is the tomb of ane cuclnies".
In this case "the tomb" is mentioned, but the model
misses the name of the owner, which is also men-
tioned.

6 Results & Discussion

Figure 6 and Figure 7 compare the scores of the
models presented in the previous Section. Com-
pared to the random model, the dictionary-based
model shows higher BLEU and chr-F scores and
lower TER scores except when tested only on CIEP.
This suggests that CIEP is noisier than ETP and
that the dictionary is not suited for CIEP.

The N-gram models perform better than random



Data BLEU chr-F TER
Lat+ETP+CIEP | 0.1965 2.195 351.6
Gre+ETP+CIEP | 1.011 8.148 215.3

Lat+ETP 0293 3.784 6544
Gre+ETP 2.037  6.04 164

Table 11: Larth trained with Latin (Lat) or Ancient
Greek (Gre) and then fine-tuned on Etruscan.

only when using unigrams as context. With longer
n-grams, the performance decrease until the model
only predicts the EOS token. We can make similar
observations for Naive Bayes models.

IBM models are able to perform better than ran-
dom. When trained on ETP+CIEP, simpler models
work better. This, again, might depend on the noise
in CIEP. IBM3 works better on ETP despite be-
ing trained only with the dictionary. Adding POS
information (IBM4 and IBMS5) does not improve
the results. However, on ETP the dictionary-based
model still performs better than the IBM models.

Larth is able to achieve a better BLEU score than
the previous models on both ETP and ETP+CIEP.
However, it needs to use both the character and
word sequences and the word tokens are repeated to
align the two sequences, whereas the other models
only use the word tokens. Using the space token to
align the sequences decrease the performance, but
the BLEU score is still higher than the dictionary-
based model. A similar observation can be made
for the model using only the word sequence. Using
data augmentation or only the character sequences
reduces the performance that is still higher than
random.

Fine-tuning from Latin and Ancient Greek al-
ways performs worse than the dictionary-based
model. This may depend on the small size of the
model that is not able to adapt.

As for chr-F and TER, the dictionary model and
IBM models perform better than Larth. These two
models can only output tokens from the training set
and ignore unknown tokens. Thus, they can gen-
erate longer sequences of correct characters (high
chr-F) and the errors are mainly for unknown to-
kens or from English tokens that are not directly
present in the Etruscan texts like articles (low TER).
Whereas, Larth uses tokens that can be word pieces
and it still generates a translation for unknown to-
kens.
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Machine Translation - ETP+CIEP
9.7

195.0

0.1

151445

BLEU

0.1

Dictionary 1BM1

o bleu BN chrf @@ ter
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Figure 6: Comparison of the models with the best BLEU
scores on ETP+CIEP. One model from each type is
selected.

Machine Translation - ETP

39.4

BLEU

0.3

U Ll
Dictionary 1BM3 1-gram Ett-Eng Larth

mma bleu WM chrf NN ter

Random

Figure 7: Comparison of the models with the best BLEU
scores on ETP. One model from each type is selected.

7 Discussion

In this paper, we present a dataset for Etruscan —
English machine translation. Although the dataset
is not very big, we show that it is possible to train
statistical and transformer models. Given the un-
explored nature of Etruscan language, the fact that
trained models perform better than random is an
important first step for this language. Moreoever,
we demonstrated that Larth performs better than
the IBM models when trained on the available data.

However, our model does not provide any ex-
planation about the generated translation neither it
guarantees whether it is correct. Our model’s per-
formance also depends on the dataset itself, which
does not contain any bibliographic information or
the reasoning that the original authors used to trans-
late the inscriptions. Future work includes deliv-
ering a cleaner and more complete version of the
dataset and the inclusion of additional metadata,
such as bibliographic information, more accurate
location, or interesting graphical information (e.g.
the direction of the inscription).
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Abstract

We evaluate four count-based and predict-
ive distributional semantic models of Ancient
Greek against AGREE, a composite benchmark
of human judgements, to assess their ability to
retrieve semantic relatedness. On the basis of
the observations deriving from the analysis of
the results, we design a procedure for a larger-
scale intrinsic evaluation of count-based and
predictive language models, including syntactic
embeddings. We also propose possible ways
of exploiting the different layers of the whole
AGREE benchmark (including both human-
and machine-generated data) and different eval-
uation metrics.

1 Introduction

The application of Natural Language Processing to
the study of Ancient Greek semantics is an emer-
ging research area which has proven to be a fruitful
avenue for our understanding of the Ancient Greek
language and culture. Previous work has focused
on the training of Distributional Semantic Mod-
els (DSMs) on Ancient Greek corpora (Boschetti,
2009; Rodda et al., 2017, 2019; McGillivray et al.,
2019; Perrone et al., 2021a), a task enabled by the
relatively large quantity of extant texts available for
this language. DSM evaluation is a necessary step
to properly assess the usefulness of applying these
models to large-scale studies of Ancient Greek, but
is made particularly challenging by the lack of nat-
ive speakers and, compared to modern languages,
a limited number of experts available.

This paper offers an evaluation of DSMs for
Ancient Greek against the newly created AGREE
benchmark (Stopponi et al., 2024b) and a road
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map for further, wider evaluation. We exploit the
layered nature of AGREE to assess at different
levels four DSMs, and discuss results not only in
terms of model comparison, but mostly in terms
of best evaluation strategies, suggesting various
precision- and recall-based options. On that basis,
in Section 6 we propose a road map for a more
comprehensive evaluation campaign, which would
involve training a wider range of models, including
dependency-based embeddings (see, among others,
Padé and Lapata 2007; Levy and Goldberg 2014;
Lapesa and Evert 2017; Lenci et al. 2022), already
preliminarily tested in Stopponi et al. (2024a), and
studying their behaviour with respect to a number
of metrics. Specifically, we propose to assess the
difference in performance between syntactic em-
beddings trained on manually tagged and on auto-
matically tagged treebanks. We plan to evaluate the
DSMs, trained with different parameters, against
the full version of AGREE, including both human-
and machine-generated judgements. We also sug-
gest alternative ways to use the data collected for
AGREE and possible evaluation metrics.

2 Previous work

Few resources exist as gold standards for the evalu-
ation of DSMs on Ancient Greek. Vatri and Léht-
eenoja (2019) contains the manual annotation of
the senses of the lemmas utc, dpuovia, and xécpog
(Vatri and McGillivray, 2018) and was used in Per-
rone et al. (2021a) and Perrone et al. (2021b) to
evaluate models for semantic change detection.
Rodda et al. (2019) evaluated count-based DSMs
for Ancient Greek against benchmarks obtained

Proceedings of the Ancient Language Processing Workshop associated with RANLP-2023, pages 49-58,
held in Varna Bulgaria, Sept 8, 2023.
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from an ancient lexicon, a modern dictionary of
synonyms, and the computational lexicon Ancient
Greek WordNet (Boschetti et al., 2016). The data
they released represent the first benchmark for the
evaluation of Ancient Greek DSMs.! Reusing
preexisting resources, as they did, allows incorpor-
ating in the evaluation the semantic knowledge of
real speakers of Ancient Greek (as in the case of the
ancient lexicon) and to leverage the semantic know-
ledge of highly specialized experts, from resources
that can be the product of years of work. This
data collection seems less biased by the aims of the
research, however it also has downsides. Lexical
resources, compiled by humans, can suffer from
idiosyncrasies, for example being biased by the
interests and language taste of their author, and if
the author is not alive anymore, it is not possible to
get explanations about specific choices. Moreover,
ancient resources can reflect ideas of semantic rela-
tionships between words (e.g. word similarity) that
are different from the contemporary conceptualiz-
ation, as also noticed by Rodda et al. (2019, 6-8)
and discussed in Stopponi et al. (2024b).

3 Training Data for DSMs of Ancient
Greek

The largest corpus of Ancient Greek, the Thesaurus
Linguae Graecae (Pantelia, 2022), containing more
than 110 million tokens,? is only accessible through
the web interface. However, scholars can use a
number of open-access machine-readable Ancient
Greek corpora, containing different ranges of text
types.® Some corpora are annotated, for example
with lemma, POS, and syntactic information. The
Diorisis Ancient Greek Corpus (Vatri and McGilli-
vray, 2018), a portion of which was used as training
data for the study presented in this paper, contains
10,206,421 automatically lemmatized and POS-
tagged tokens. But many corpora with syntactic
annotation also exist: an overview of the most often
used treebanks for Ancient Greek is in Table 1.

As the case of GLAUX shows (see Table 1),
automatic parsing allows for the creation of lar-
ger treebanks, even if the syntactic annotation is
expected to be less accurate. We thus plan to train
syntactic embeddings on two corpora, GLAUx and

'https://zenodo.org/record/35527634#
YEATtOrMKWA

nttps://wiki.digitalclassicist.org/
Thesaurus_Linguae_Graecae

3A review of most available open-access corpora for An-
cient Greek is in Keersmaekers (2021, 40).
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the largest possible manually-annotated treebank,
created from a collation of the available corpora.

4 The AGREE Benchmark

The AGREE benchmark contains pairs of lemmas
semantically related to 36 selected ‘seed’ lemmas
(12 nouns, 12 adjectives, and 12 verbs), for a total
of 638 lemma pairs.* The judgements were collec-
ted via questionnaires distributed to a large number
(> 50) of academic scholars of Ancient Greek. The
final benchmark, AGREE, incorporates a mix of
expert-elicited pairs and expert-assessed, machine-
generated pairs. The machine-generated items are
pairs of [seed lemma - nearest neighbour], with
nearest neighbours extracted from Word2Vec mod-
els (Mikolov et al., 2013) that underwent expert
judgement and were assessed as highly related.
For the experiments reported in this paper, we
only use the human-elicited portion of the bench-
mark: AGREE-taskl. This portion can be further
divided into the subset of pairs that were proposed
by one expert only, and the subset of pairs that
were proposed by more than one annotator, under
the assumptions that the latter might be cases of a
stronger relatedness, and/or higher frequency.

5 Evaluation of DSMs of Ancient Greek

5.1 Procedure

For this study we evaluated two count-based and
two predictive DSMs trained on a portion of the
Diorisis corpus (Vatri and McGillivray, 2018), mer-
ging text from the Archaic, Classical and Hellen-
istic periods, since the AGREE benchmark (and
especially the pairs proposed by experts) is particu-
larly suited to the evaluation of models trained on
texts from those periods (Stopponi et al., 2024b).
The lemmatized version of Diorisis was used, to
reduce the impact of word sparsity. Stop word filter-
ing was performed, according to the list also used
in Rodda et al. (2019)°. Stop word filtering reduced
the size of the corpus from 5,768,916 to 2,960,459
tokens. The four models were evaluated against
AGREE-task1, by comparing the top 5, 10, 15 (k)
nearest neighbours of each of the 36 seed lemmas
in the benchmark with the lemmas related to the
same seed in AGREE-taskl. The nearest neigh-
bours extracted from the models were compared

*https://zenodo.org/record/8027490.

Shttps://figshare.com/articles/
dataset/Ancient_Greek_stop_words/9724613,
by A. Vatri.



Treebank N. tokens | Manual annotation | Texts

Ancient Greek Dependency Treebank ca. 550K* | yes Literary, full listat http://

(Perseus, Bamman and Crane, 2011) perseusdl.github.io/
treebank_data/

PROIEL Treebank (Haug and Jghndal, ca. 250.5K | yes The Greek New Testament, Histories

2008) (Herodotus), Chronicles (Sphrantzes)

Gorman Trees (Gorman, 2020) ca. 240K* | yes Literary prose, full list at https:
//perseids-publications.
github.io/gorman-trees/

Pedalion Trees (Keersmaekers et al., ca. 300K | yes Literary, full list at https://

2019) perseids—-publications.
github.io/pedalion-trees/

Harrington Treebanks (Harrington, 2018) ca. 18K* | yes Nicene Creed; Book of Susanna (Sep-
tuaginta), Verae historiae (Lucian of
Samosata), Vita Aesopi

PapyGreek (Vierros and Henriksson, ca. 44K | syntactic layer only | Papyri

2021)

Aphthonius (Yordanova, 2018) ca. 7K* | yes Progymnasmata (Aphtonius)

GLAUX corpus (Keersmaekers, 2021) ca. 11,860K | no Literary, papyrological, epigraphical.
A sample was released at https:
//perseids—publications.
github.io/glaux—-trees/

Table 1: Some available treebanks for Ancient Greek. If the size of the treebank is followed by a *, it is taken from
Keersmaekers et al. (2019, 110). The size of the PapyGreek treebanks has been calculated by summing up all the

‘word’ elements in the XML files.

to: all the lemmas in AGREE-task1, the lemmas in
AGREE-task1 proposed by more than one expert,
and the lemmas in AGREE-task1 proposed by only
one expert. Precision and recall were adopted as
evaluation metrics and defined as follows:

overlap model’s near. neighb. and benchmark

Precision@K =
k
near. neighb. model also in benchmark
Recall@K =
n. related lemmas benchmark
5.2 Models

The models selected for evaluation are two
Word2Vec models, one SGNS and one CBOW, and
two count-based models. The matrices of the count-
based models were weighted with PPMI and one
one of the two dimensionality reduction was per-
formed with Singular Value Decomposition (SVD).
The two count-based models were built by using
the software provided by the LSCDetection repos-
itory (Schlechtweg et al., 2019) with window = 5
and the following other parameters: £ = 1 and
alpha 0.75 for PPMI, 300 dimensions and
gamma = 0.0 for SVD. The two Word2Vec mod-
els were trained with the Gensim library (Rehtifek
and Sojka, 2010) and the following parameters:
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size 30, window = 5, min_count 5,

negative = 20.

5.3 Results

The average precision and recall are reported in
Table 2. We immediately see that recall is gener-
ally low. This can be explained by the fact that
there are on average 14 neighbours per lemma® in
AGREE-task]1, so that the denominator in recall @k
is generally larger than the numerator when k = 5
or k = 10. The recall consequently increases (on
average) if k also increases, while the opposite hap-
pens for precision, which increases if k& decreases.
Taking into account recall for £ < 15 makes thus
little sense, since it is never possible to achieve full
recall when the lemmas related to a certain seed
in the benchmark are more than the extracted k-
nearest neighbours. Conversely, it is theoretically
possible to achieve 100% precision if all the ex-
tracted k-nearest neighbours are also in the bench-
mark. The higher precision with smaller values of
k seems to confirm that the closest neighbours in
the semantic space are actually more strictly related
to the seed lemma, while the strength of the seed-

*Min. = 6, max. = 24, standard deviation = 4.43.



k Precision | Recall
5 0.20 0.06
10 0.16 0.09
15 0.13 0.11

Table 2: Average precision and recall calculated against
the whole AGREE-task1 benchmark and divided by k.

Model | Precision | Recall
SGNS 0.11 0.06
CBOW 0.15 0.08
SVD 0.16 0.09
PPMI 0.22 0.12

Table 3: Average precision and recall calculated against
the whole AGREE-task1 benchmark, divided by model.

neighbour relationship declines for neighbours that
are further away from the seed.

Model architecture also has an impact, with
count-based performing better than predictive mod-
els. This is in line with what is observed by Lenci
et al. (2022). Moreover, the model without dimen-
sionality reduction performs better than the one
to which SVD was applied, as shown in Table 3.
Further, Word2Vec CBOW seems to perform better
than Word2Vec SGNS. However, parameter op-
timization was not performed for this preliminary
study, and a limited number of model architectures
was tested. In future, larger evaluation will prob-
ably give a better picture of the differences between
count-based and predictive models.

For example, for the seed lemma ciprjvr), ‘peace’,
there are 9 related lemmas in AGREE-taskl:
TOAeUog, ‘war’, onovoy), ‘drink-offering/treaty’,
Aouyocg, ‘quiet’ (adj.), nouyla, ‘quiet, silence’
(noun), omévow, ‘make a drink-offering’, udyn,
‘battle’, yoAnvog, ‘calm’, mohitela, ‘citizenship’,
ouyyeagn, ‘writing’, ouoloyéw, ‘agree’, vixm,
‘victory’, 6A\Boc, ‘happiness’, yahrvn, ‘stillness’,
and @ula, ‘friendship’. Both the CBOW and
the PPMI model have precision 0.2 with k = 5,
i.e. among the first 5 nearest neighbours returned
there is one that is also in AGREE-taskl. The
recall is 0.07 (1/14). The overlapping lemma
is onovor, ‘drink-offering/treaty’ for the CBOW
model, (which also returns as the other four nearest
neighbours oldAuolc, ‘separating/ending’, ocuy-
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uoyla, ‘alliance’, Aoxedawudviog, ‘Spartan’, and
nolepéw, ‘fight’) and it is tohepog, ‘war’ for the
PPMI, which also returns cupuoytia, ‘alliance’,
diunnog, ‘Philip’, mokepéw, ‘fight’, and mpeo-
Bela, ‘embassy’. We notice that both models re-
turn cupuaylo, ‘alliance’ among their first 5 neigh-
bours. This word was not proposed by the experts
in the first phase of data collection for the AGREE
benchmark, but is however semantically related to
eiprvn, ‘peace’. More in general, we deem all the
top 5 nearest neighbours returned by both mod-
els as acceptable results, since they all are related
to eiprivn, ‘peace’; the two models just differ in
results from one other, as well as from the bench-
mark. Of course, there are also cases in which
the overlapping lemma(s) are the same between
models. One example is yéyog, ‘big’, for which
there are 15 related lemmas in AGREE-task1.”
Both the CBOW and the PPMI model have pre-
cision 0.2 (1/5) and recall 0.07 (1/14) with k = 5,
and the lemma overlapping with the AGREE-task1
benchmark is the same for both models, yéyedoc,
‘greatness’. Again, the extracted nearest neigh-
bours that are not in the benchmark are not ne-
cessarily unrelated to the seed pyéyac, ‘big’. The
CBOW model also returns tnAwobtog, ‘of such an
age/so large’, &Ziloc, ‘weighing as much/worthy’,
pomy, ‘weight’, and Unepfdiiw, ‘surpass/exceed’,
while the PPMI model also returns é\dcocwv, ‘smal-
ler’, icoc, ‘equal’, dpoc, ‘use/profit’, and moAlc,
‘many’. Except from dpoc, ‘use/profit’, they all
relate to uéyac, even if, intuitively,with a different
strength and with different types semantic relations.

The internal layering of the benchmark AGREE-
task1, which accounts for the number of experts
who proposed a specific lemma, allows for other
observations (Table 4). On average, the lemmas
returned by only one expert (AGREE-taskl-onlyl
in 4) are more (13.02 per seed lemma) than those
returned by several experts (AGREE-taskl-morel,
4.69 per seed). We could hypothesize that the re-
latedness among the latter may be stronger or more
evident, since more than one expert independently
had proposed the same lemmas as related to the rel-
evant seed word. When we evaluate against lemma
pairs proposed by more than one expert higher pre-

"They are pixpéc, ‘small’, Bpxoc, ‘oath’, Buciheic,
‘king’, Yobua, ‘wonder’, 9ede, ‘god’, woxpdc, ‘long’, OAL-
yog, ‘little’, Bpay e, ‘short’, uéyedog, ‘greatness’, abZdve,
‘increase’, yeyarouyla, ‘greatness of soul’, Hpwe, ‘hero’,
yiyog, ‘giant’, xahéc, ‘beautiful’, and peyohogpooivn,
‘greatness of mind’.



Benchmark subset ‘ Prec ‘ Rec
AGREE-task1 0.16 | 0.09
AGREE-taskl-morel | 0.09 | 0.05
AGREE-taskl-onlyl | 0.07 | 0.04

Table 4: Average precision and recall calculated against
different subsets of the AGREE-taskl benchmark. The
results with the three values of k& were averaged.

cision and recall scores are observed, possibly sug-
gesting that pairs proposed by more experts are
more closely related to their seed lemma, and pos-
sibly more frequent. This is particularly true for
the PPMI model, which achieves an average of
0.22, 0.14, and 0.09 precision, and an average of
0.12, 0.07, and 0.05 recall against, respectively, the
whole AGREE-taskl1, the pairs proposed by more
than one expert, and the pairs proposed by only
one expert (the results are averaged across the three
values of k). This is observed when averaging the
results of all models, but it does not necessarily
hold for each model. The CBOW model, for ex-
ample, achieves a higher precision against the set
of pairs proposed by only one expert than against
those proposed by more experts. Both Word2Vec
models instead achieve the same precision and re-
call on both subsets of AGREE-task1. The results
discussed until now are summarised in Table 5.

Another dimension of the benchmark is the part-
of-speech (POS) of the seed lemmas. In Table 6 we
see that evaluating against pairs including an adject-
ive seed lemma the highest precision is achieved,
followed by noun seeds and verb seeds. The recall
is higher when evaluated against pairs including
adjective or noun seeds. However, the differences
in precision and recall are very small.

Finally, dividing the results by lemma reveals
a great variety in precision and recall among the
different lemmas. For example, with £ = 5 the
highest precision is achieved. The average pre-
cision per lemma calculated against the whole
AGREE-task1 is 0.20, with standard deviation 0.16.
There is indeed a large variability between the av-
erage precision against the “best” and the “worst-
performing” lemmas. Those yielding the highest
precision are some nouns and adjectives: Spua,
‘chariot’, average precision 0.6; (eudric, ‘false’,
0.55; ereliepoc, ‘free’, 0.45; natrip, ‘father’, 0.45;
and dyptoc, ‘wild’, 0.45. However, they are im-
mediately followed by verbs, €oyoua, ‘go’ and
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opdw, ‘see’, both with average precision 0.4. The
lowest precision, 0, is achieved with the seed lem-
mas oxtr, ‘headland’, xAutdc, ‘renowned’, vaie,
‘dwell’, ofiowc, ‘speech’, ofjua, ‘sign/mark’, and
tebyw, ‘make/build’, all with average precision 0.
Nevertheless, as we already observed, a low preci-
sion does not necessarily correspond to bad results
(i.e. unrelated lemmas), even if it is true that some
of the nearest neighbours returned by the models
to these are unrelated or intuitively less strictly
related to the seed lemmas. Moreover, a higher
precision seems to correspond to higher-frequency
words, while the lemmas yielding the lowest preci-
sion also have a low frequency in the corpus.® In
Table 7 the average precision and recall for each
lemma are reported, calculated against the whole
AGREE-task]1 and with k£ = 15. Note that changing
the value of k the order of the seed lemmas, ranked
by precision, also changes.

6 Road Map for Future Work

We plan a larger evaluation including more model
architectures, different parameters and different
evaluation metrics, with the aim of understand-
ing the differences between model types, rather
than finding the ‘best’ model (see also Lenci et al.,
2022), and evaluation adequacy. More investiga-
tion is needed to understand whether the difference
between count-based and predictive models trained
on Ancient Greek lies in the quality of results (i.e.,
if some architectures actually return less relevant
nearest neighbours), or only in the kind of relation-
ships they capture. Further experiments will also
concern dependency-based embeddings.

Moreover, this extended study will exploit the
full dataset produced for the AGREE benchmark,
including the second part of the dataset, not used
for the current evaluation. Since in the second
phase of the data collection the experts assigned re-
latedness scores to human- and machine- generated
lemma pairs, these items items allows ranking the
lemma pairs according to their degree of related-
ness, and thus for a more nuanced evaluation.

5The frequency in the subcorpus of the mentioned
“best performing” lemmas is: Spuo: 541, Yeudic: 1048,
ehebiepoc: 940, tathp: 5685, dyproc: 348, Epyopan: 5251,
6pdw: 4987, while the frequency of the mentioned “worst-
performing lemmas is: dxtn: 177, xhutdg: 142, vaiw: 283,
priowc: 48, ofjuor 213, tebyw: 255.



‘ Precision ‘ Recall |

Bench. subset ‘ k ‘ PPMI ‘ SVD ‘ CBOW ‘ SGNS ‘ PPMI ‘ SVD ‘ CBOW ‘ SGNS ‘ Tot. prec. Tot. rec. Tot. pairs
AGREE-task1 all k 0.22 | 0.16 0.15 | 0.11 | 0.12 | 0.09 0.08 | 0.06 0.16 0.09 638

k=5 0.28 | 0.19 0.19 | 0.14 | 0.08 | 0.06 0.05 | 0.04 0.20 0.06

k=10 | 0.22 | 0.16 0.14 | 0.11 | 0.12 | 0.09 0.08 | 0.07 0.16 0.09

k=15 | 0.17 | 0.13 0.11 | 0.09 | 0.15 | 0.11 0.10 | 0.08 0.13 0.11
AGREE-task1-morel | all k 0.14 | 0.09 0.07 | 0.06 | 0.07 | 0.05 0.04 | 0.03 0.09 0.05 169

k=5 0.19 | 0.11 0.08 | 0.07 | 0.06 | 0.03 0.02 | 0.02 0.11 0.03

k=10 | 0.13 | 0.10 0.06 | 0.05 | 0.08 | 0.06 0.04 | 0.03 0.09 0.05

k=15 | 0.10 | 0.08 0.06 | 0.04 | 0.09 | 0.07 0.05 | 0.04 0.07 0.06
AGREE-taskl-onlyl | all k 0.09 | 0.07 0.08 | 0.06 | 0.05 | 0.04 0.04 | 0.03 0.07 0.04 469

k=5 0.09 | 0.08 0.11 | 0.07 | 0.03 | 0.02 0.03 | 0.02 0.09 0.02

k=10 | 0.09 | 0.07 0.08 | 0.06 | 0.05 | 0.04 0.04 | 0.03 0.07 0.04

k=15 | 0.07 | 0.06 0.06 | 0.04 | 0.06 | 0.05 0.05 | 0.04 0.06 0.05

Table 5: Average precision and recall calculated against different subsets of the AGREE-task1 benchmark, divided
by model type and by k. The recall for values of & lower than 15 has been reported for completeness, but it has
limited usefulness (see above). The column *Tot. pairs’ contains the total number of pairs in the relevant subsets.

POS | Precision | Recall
A 0.18 0.09
N 0.15 0.09
A% 0.15 0.08

Table 6: Average precision and recall calculated against
the whole AGREE-taskl benchmark and divided by
POS of the seed lemmas.

6.1 Models

We will test a selection of popular DSMs belonging
to the first two generations defined by Lenci et al.
(2022), i.e. count-based models (PPMI and GloVe)
and predictive models (Word2Vec and FastText).
In particular, we will test:

1. two count-based models trained by using Pos-
itive Pointwise Mutual Information (PPMI) as
association measure,” with and without dimen-
sionality reduction with the Singular Value De-
composition (SVD);

2. GloVe (Pennington et al., 2014));

3. FastText (Bojanowski et al., 2017);

4. the two architectures of word2vec (Mikolov
et al.,, 2013), the Skip-gram with Negative

% About association measures, see Evert et al. (2008).

Sampling (SGNS) and the Continuous-Bag-of-
Words (CBOW);

5. two ‘syntax-filtered’ models (Padé and Lapata,
2007; Lapesa and Evert, 2017; Lenci et al.,
2022), a SGNS one but using direct dependency
between tokens to extract co-occurrences rather
than mere token windows and one trained using
the SuperGraph approach described in Al-Ghezi
and Kurimo (2020). The latter method consists
in using dependency relations between tokens
to generate graph structures for every sentence
in a treebank, before merging all graphs into
one SuperGraph. The SuperGraph then serves
as input to Node2Vec (Grover and Leskovec,
2016), a modification of the SGNS architecture
which enables the training of word representa-
tions starting from nodes in a graph.

Contextual models will not be included, instead.
Even if some work exists on the training of contex-
tual models of Ancient Greek (Singh et al., 2021;
Keersmaekers and Mercelis, 2021; Yamshchikov
et al., 2022; Riemenschneider and Frank, 2023)
(despite the fact that contextual models require
huge quantities of training data (Lenci et al., 2022,
1274)), the only existing evaluation datasets for
semantic models of Ancient Greek (Rodda et al.,
2019 and Stopponi et al., 2024b) were created
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‘ Precision ‘ Recall H Lemma

‘ Precision ‘ Recall

Lemma

8pua, ‘chariot’ 0.32 0.22
608w 0.30 0.24
vabe, ‘ship’ 0.27 0.25
xpvooc, ‘gold’ 0.27 0.27
&yploc, ‘wild’ 0.23 0.17
Erevepocg, ‘free’ 0.23 0.17
Eoxopou, ‘go’ 0.23 0.19
nathp, ‘father’ 0.22 0.30
eudric, ‘false’ 0.20 0.18
xoxde, ‘bad’ 0.17 0.12
oixéw, ‘inhabit’ 0.17 0.11
avEdvw, ‘increase’ 0.17 0.14
6p¢avée, ‘orphan’ 0.17 0.14
novtog, ‘sea’ 0.15 0.12
QUéw, ‘love’ 0.15 0.15
oV, ‘light up’ 0.13 0.10
neéofug, ‘old man, elder’ 0.13 0.11
Evdéxatoc, ‘eleventh’ 0.13 0.11

elprivn, ‘peace’ 0.10 0.11
‘Adnvaitoc, ‘Athenian’ 0.08 0.08
véotoc, ‘return’ 0.08 0.07
rohonoe, ‘old’ 0.08 0.07
Cedyvuuy, ‘yoke’ 0.08 0.09
uéyoc, ‘big’ 0.08 0.08
ubdoc, ‘word/story’ 0.07 0.07
Sy, ‘headland’ 0.07 0.07
uoydéw, ‘labour’ 0.07 0.07
Ydpoc, ‘Samos’ 0.07 0.06
&wapog, ‘brave’ 0.05 0.04
gfiowe, ‘speech’ 0.05 0.04
TEuvo, ‘cut’ 0.03 0.03
xAutde, ‘renowned’ 0.02 0.01
Aelnw, ‘leave/quit’ 0.02 0.01
teUyw, ‘make/build’ 0.02 0.01
valw, ‘dwell’ 0.00 0.00
ofjua, ‘sign/mark’ 0.00 0.00

Table 7: Average precision and recall calculated against the whole AGREE-taskl benchmark and with k£ = 15,
divided by seed lemma. The lemmas are ranked by average precision.

for the evaluation of static (type-based) embed-
dings. Although type-based embeddings can be
obtained from contextualized token embeddings,
e.g. by averaging the model representations of
each word (see the discussion in Lenci et al., 2022,
1290-1291), their superiority over type embed-
dings obtained from static DSMs has been ques-
tioned (Lenci et al., 2022, 1289-1293). This evalu-
ation will thus be limited to the evaluation of static
embeddings, leaving the training and evaluation
of contextual embeddings for future work.'” All
the models will be trained with two different con-
text windows, e.g. 5 and 10. According to the
large-scale evaluation of Lenci et al. (2022), model
architecture and context window size are the two
parameters that significantly affect model perform-
ance (especially model architecture). We thus con-
centrate on testing of these two.

1Tt should be noted that the training corpus of Lenci et al.
(2022, 1279) are English texts from the Web. Their con-
clusions could thus not entirely apply to Ancient Greek, a
language with a different syntax and morphology.
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6.2 Dependency-based embeddings

Ancient Greek syntactic embeddings obtained with
the SuperGraph method have already been com-
pared with window-based models by Stopponi et al.
(2024a), clearly suggesting that the former cap-
ture functional rather than topical similarity, as
had already been shown at least since Levy and
Goldberg (2014) on the basis of English mod-
els. Given this ontological difference between
the two, an open question, then, is whether syn-
tactic embeddings should be evaluated on a par
with traditional count-based and word2vec mod-
els, namely whether there are arguments for us-
ing the same benchmark to judge the quality of
models regardless of whether syntactic informa-
tion is integrated in their training or not. Previ-
ous large-scale comparisons of dependency-based
and window-based DSMs suggested that the latter,
when fine-tuned, generally outperform the former
in most downstream tasks (Kiela and Clark, 2014;
Lapesa and Evert, 2017). Given the generally
greater computational costs associated with de-
pendency parsing and the extraction of syntactic
collocates (i.e. tokens with a direct dependency



relation), it has been questioned whether the train-
ing of dependency-based embeddings is justifiable
after all. However, there is evidence, at least as
far as high-resource languages such as English are
concerned, that dependency-based embeddings out-
perform window-based models in a limited but co-
herent number of tasks. This has been shown to be
consistently the case, for instance, of categoriza-
tion tasks, namely grouping lexical items into se-
mantically coherent categories (Rothenhéusler and
Schiitze, 2009; Lapesa and Evert, 2017; Lenci et al.,
2022), as well as thematic fit estimation, namely
evaluating the typicality of the argument of a verb
given a thematic role (e.g., agent or patient) (Baroni
and Lenci, 2010; Chersoni et al., 2017). Different
tasks such as categorization and synonymity tests
present, in many ways, the same ontological differ-
ences occurring between dependency- and window-
based models as a whole. This alone would seem
to warrant the training of different models (and, as
a result, the development of different evaluation
methods) depending on the task at hand. Classic
distributional semantic models (i.e. window-based)
are generally fined-tuned to capture attributional
similarity (Turney, 2006), namely the number of
attributes, or properties, shared by the referents of
two given words. As pointed out by Baroni and
Lenci (2010), words that share many collocates will
show a high attributional similarity since common
collocates can be seen as a proxy for some of the
attributes that the two words denote. Pairs such as
dog-puppy will then have a high attributional simil-
arity but not necessarily a high relational similarity
(Turney, 2006), which in turns refers to sharing
similar semantic relations to their nearest neigh-
bours. In Baroni and Lenci’s 2010 example, the
pair dog-tail will be more similar to car-wheel than
it is to dog-animal, even though attributionally that
is clearly not the case.

Building on the preliminary observation made in
Stopponi et al. (2024a) about the relational, rather
than attributional, similarity captured by Ancient
Greek dependency-based models, we thus plan to
test different Ancient Greek models on different
tasks depending on the kind of similarity the model
is trained to capture. Categorization and thematic
fit task, for example, can be set up with the help of
the richly annotated resources for the language (e.g.
the verbal semantic annotation in the PROIEL tree-
bank) for dependency-based models, in addition to
similarity judgement tasks, which may be instead
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better suited to evaluate window-based DSMs.

6.3 Evaluation Metrics

We observed above how precision and recall only
provide an absolute evaluation against the bench-
mark, capturing whether the words in the bench-
mark are returned by the models or not, but they do
not allow us to take into account the strength of the
semantic relationship between lemmas. Moreover,
only the first k£ neighbours returned by the model
are evaluated, while there is no information about
how close to the seed lemma in a semantic space
the related lemmas in the benchmark are which
are not among the first k£ neighbours. Furthermore,
the use of recall in this kind of evaluation can be
problematic when the number of & is lower than
the number of pairs in the benchmark.

To overcome these limitations, we plan to in-
clude additional evaluation strategies. One option
is to use the evaluation items that were rated on a 0-
100 relatedness scale (AGREE-task2), to calculate
for each seed lemma the correlation between: (i)
the scores assigned to pairs including that lemma
in the benchmark; (ii) the cosine distances between
the same word pairs in a semantic space. The scores
can also be used to rank the items, and a correlation
can be calculated between ranks and cosine dis-
tances. Taking into account degrees of relatedness
may be a more adequate way to evaluate models
on a phenomenon such as semantic relatedness.

Another possibility is to exploit the information
about the number of raters who proposed the words
collected in the first phase (AGREE-task1), for ex-
ample by giving greater weight to pairs suggested
by multiple raters. However, this will first require a
deeper investigation on the nature of the pairs pro-
posed by one versus several experts, and the impact
this might have on evaluation. Relatedly, frequency
should also be considered to verify the ways and
extent to which precision and recall are impacted
by high-frequency items (both the human-elicited
ones and those returned by the models).

7 Conclusion

We presented and discussed the results of an eval-
uation of four Distributional Semantic Models of
Ancient Greek, two count-based and two predict-
ive models. The gold standard was a subset of
the AGREE benchmark, AGREE-task1, including
pairs of related lemmas proposed by experts of
Ancient Greek. The evaluation showed that count-



based models achieved higher precision and recall
on AGREE-task1, and higher precision and recall
were also achieved on average when evaluating
against pairs of related lemmas proposed by more
than one expert. Another important finding was
the great difference in performance between dif-
ferent lemmas. We also presented a plan for a
more extended evaluation, including more model
architectures, parameters, and evaluation metrics.
This evaluation will take into account different de-
grees of relatedness between lemmas and allow for
a better understanding of the differences between
DSMs of Ancient Greek and of the possible im-
pact of such differences on computational studies
in Ancient Greek lexical semantics.
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Abstract

This paper focuses on the process of harmonis-
ing the five Latin treebanks available in Univer-
sal Dependencies with respect to morpholog-
ical annotation. We propose a workflow that
allows to first spot inconsistencies and missing
information, in order to detect to what extent
the annotations differ, and then correct the re-
trieved bugs, with the goal of equalising the an-
notation of morphological features in the tree-
banks and producing more consistent linguistic
data. Subsequently, we present some experi-
ments carried out with UDPipe and Stanza in
order to assess the impact of such harmonisa-
tion on parsing accuracy.

1 Introduction

In Universal Dependencies (de Marneffe et al.,
2021) five treebanks are available for Latin:' Index
Thomisticus Treebank (ITTB; Passarotti, 2019),
Late Latin Charter Treebank (LLCT; Cecchini
et al., 2020b), Perseus (Bamman and Crane, 2011),
PROIEL (Haug and Jghndal, 2008), UDante (Cec-
chini et al., 2020a). These treebanks differ on mul-
tiple levels. First, they cover different domains:
a shallow distinction can be made between po-
etry (found in Perseus and, less, in UDante) and
prose (all treebanks), but it can be further spec-
ified in terms of specific genre included. For
instance, I'TTB encompasses philosophical texts,
while LLCT consists of charters, representing an
instance of documentary genre. Additionally, the
history of Latin, spoken for over two millennia,
entails a substantial diachronic variation, as the
language gradually evolved over time. Indeed, the
five Latin treebanks include data that differ sub-
stantially in this respect. Already considering the
Medieval treebanks alone, we can observe how
wide the covered time range is: ITTB encompasses
Medieval texts dating back to XIII century, LLCT
features Early Medieval charters (VIII-IX century),

ISee https://universaldependencies.org/.
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while Dante Alighieri’s work available in UDante
belongs to XIV century. In addition to that, Perseus
and PROIEL include classical texts (I BC - IV AD),
as well as the Vulgate (IV century). A level of spa-
tial variability can be observed too; for instance,
LLCT includes texts written in Tuscany, Italy, and
some features typical of the Romance languages
are already emerging.

In addition to the aforementioned levels of vari-
ability, and besides variation in size, Latin tree-
banks also differ in terms of annotation choices, in
spite of the UD work towards consistency. This
issue can be doubly problematic: first with respect
to UD itself, as the annotation is expected to be
consistent across and within languages; secondly,
in light of the fact that the quality of data may affect
the results of any experiment or linguistic investiga-
tion carried out on those data. Gamba and Zeman
(2023), investigating parsing performances, already
observe this as regards the syntactic layer of these
data. Nevertheless, what has been observed with
respect to syntax does not necessarily apply to mor-
phological features as well, and the extent to which
inconsistent morphological annotation affects pars-
ing performances thus remains unclear.

For this purpose, we first propose a harmonisa-
tion of the morphological features of the five tree-
banks, and thereafter assess its impact on models
predicting morphology, as well as syntactic parsers.
Section 2 presents some related work and the mo-
tivation behind our study. Section 3 features an
overview of the harmonisation process, while in
Section 4 we describe the strategy designed to spot
inconsistent or missing annotations. Section 5 high-
lights the main harmonising interventions, whose
impact on parsing accuracy is assessed in Section 6.
Finally, Section 7 concludes the paper and suggests
future research directions.

Proceedings of the Ancient Language Processing Workshop associated with RANLP-2023, pages 59-67,
held in Varna Bulgaria, Sept 8, 2023.
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2 Related Work and Motivation

Any NLP task is likely to show degraded per-
formance when a model is applied to data that
differ from training data. It has been observed
several times that this issue is particularly promi-
nent in (morpho-)syntactic parsing of Latin texts.
The issue is strongly intertwined with Latin intra-
linguistic variability, as the language has undergone
a number of significant changes by spreading over
a period of more than two millennia and across
Europe. In order to investigate genuine linguistic
diversity, first and foremost the impact of divergent
annotation styles has to be ruled out. To perform
any experiment that exploits data, we need those
data to be consistent. Harmonising such discrep-
ancies would allow for the isolation of the impact
that annotation choices have, so that actual intra-
linguistic variability can emerge and be examined.

The issue of Latin variability has been addressed
in the two Eval.atin campaigns (Sprugnoli et al.,
2020; Sprugnoli et al., 2022), aiming to evaluate
NLP tools for Latin. In particular, Eval.atin has
been focusing on lemmatisation, morphological
analysis and POS tagging. However, Latin diver-
sity has been observed several times already before,
in light of the behaviour of parsing accuracy, which
was far from being homogeneous. See, for instance,
Passarotti and Ruffolo (2010), Ponti and Passarotti
(2016), Passarotti and Dell’Orletta (2010). Sev-
eral studies have also been addressing the issue of
inconsistent annotations. Dickinson and Meurers
(2003), Volokh and Neumann (2011), Ambati et al.
(2011), de Marneffe et al. (2017), Aggarwal and Ze-
man (2020), and Aggarwal and Alzetta (2021) are
only some of the methods that have been proposed
to detect inconsistencies in treebanks. Gamba and
Zeman (2023) present a harmonisation of depen-
dency relations in Latin treebanks, yet without in-
tervening at the level of morphological features.
Their harmonisation highlighted several levels of
inconsistencies and proved to lead to substantial
improvements in terms of parsing accuracy. We
investigate whether similar improvements can be
achieved by also addressing inconsistencies in mor-
phological annotation.

The output of the present study is two-fold:

* Producing a new version of the treebanks, har-
monised at the level of morphological features,
to be potentially contributed to the UD official
release or to serve as an inspiration for other
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treebank maintainers to refine morphological
annotation. Towards the latter goal, we de-
velop a UDapi (Popel et al., 2017) block for
detecting required and allowed morphological
features in Latin treebanks. The Latin block
was inspired by a similar block for Czech
and we will contribute it to the official UDapi
repository; it can be adapted to any other lan-
guage by modifying the template according to
language-specific features.

Investigating the impact of harmonised mor-
phological features in parsing, by assessing if
and to what extent they affect accuracy scores.
A comparison of two parsers, UDPipe (Straka
et al., 2016) and Stanza (Qi et al., 2020) is
proposed.

3 Opverview of the Harmonisation Process

The focus of the harmonisation process is exclu-
sively on morphological features.

We define the workflow to detect inconsisten-
cies and missing features as follows. First, we run
the UDapi block on the input data, with the goal
of spotting features which are either required but
missing, or not allowed. As output, the trees that
feature either of these two kinds of inconsistencies
are stored in a html file, where those bugs are
prominently highlighted (see Figure 1). In light of
the output html file, we build Python scripts that
address and fix the observed bugs.

We employ the harmonised version of the five
treebanks, as made available by Gamba and Zeman
(2023), as input. Nevertheless, differently from
what was done for syntactic harmonisation, we do
not strictly follow UDante annotation. This choice
is justified by the fact that we observe a consider-
able difference in the set of morphological features
employed in UDante — predominantly — and the
other treebanks (ITTB and LLCT) maintained by
the same developers, i.e. the team at Universita
Cattolica del Sacro Cuore in Milan, Italy, as op-
posed to the two remaining treebanks (Perseus and
PROIEL) out of the five available for Latin. We
thus decide to define two levels of coherence:

* lower level (default): only information which
can be considered somehow core, or more es-
sential, is required. For instance, all pronouns
must have a PronType, and all verbs must
have VerbForm and Aspect.



* higher level: additional information, such as
InflClass, is expected and allowed. This
level of validation can be applied only to a
subset of the Latin treebanks.

By default, the block operates at the lower level,
but a parameter can be supplied to UDapi, which
will trigger the more detailed features.

Morphologically harmonised treebanks and har-
monisation scripts are available on GitHub,? while
the block is available in UDapi GitHub reposi-
tory. Moreover, we are ready to contribute the
harmonised treebanks to the official UD release.

4 The markFeatsBugs Block

The markFeat sBugs block is structured as fol-
lows. For each UPOS tag, a set of required features
is first defined. (Note that the official UD validator’
has some limited ability to check permitted UPOS-
feature combinations, but not to enforce required
features.) Additional features that are permitted
but not required are listed, and for each permitted
feature the set of its permitted values is defined. Un-
like in the official UD validator, the conditions for
a feature-value to be permitted or required are not
limited to whole UPOS categories. For example,
the UD validator knows that the Person feature is
allowed for verbs and auxiliaries; but we further re-
strict it to finite forms, i.e., the feature VerbForm
must be present and its value must be Fin.

The set of allowed features is then expanded
to include additional feature-value pairs that may
be found in UDante, ITTB or LLCT (higher level
of detail). Eventually, the block checks for each
node whether its morphological features are permit-
ted and if every node has all the required features.
If not, invalid and missing features are explicitly
marked with a transparent label allowing to easily
distinguish them, and saved in the Bug attribute in
the MISC column of the CoNLL-U file. It can be
later used in filters and highlighted in the data. The
code snippet in Script 1 provides an example, al-
though not exhaustive, of the block section concern-
ing verbs and auxiliaries, in compliance to what has
been implemented in the treebanks among all the
proposals illustrated in Cecchini (2021). Script 2

nttps://github.com/fjambe/
Latin-variability/tree/main/morpho_
harmonization (commit 2d14807).

*https://github.com/
UniversalDependencies/tools/blob/master/
validate.py
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if re.match(r'” (VERB|AUX)S',
rf ['VerbForm', 'Aspect']
af {'VerbForm': ['Inf', 'Fin',
« 'Part', 'Conv'],
'Aspect': ['Imp',
'Prosp']}
node. feats['VerbForm']
['Part', 'Conv']:
rf.append('Tense")
af['Tense'] ['Past',
[ 'Pres', 'Fut']
node.upo 'VERB' or (node.upos
'AUX' and node.lemma
'sum') :
rf.append('Voice"')
af['Voice'] ['Act', 'Pass']
node. feats['VerbForm'] == 'Fin':
rf.extend ([ 'Mood', 'Person',
— '"Number"'])
af['"Mood"'] ["Ind',
— 'Imp']
af['Person'] ['1r,
af [ "Number'] ['Sing',
elif node.feats['VerbForm']
'Part':
rf.extend ([ 'Gender',
[ 'Case'])
af['Number']
if
node.misc['TraditionalMood"']

node.upos) :

'Inch', 'Perf',

—

if not in

'"Pap',

if ==

N

if

'Sub',
— l2l, l3l]
'Plur']

M.
'Number',
= ['Sing', 'Plur']
<
N

< 'Gerundium' else ['Sing']
af['Gender'] = ['Masc', 'Fem',
< '"Neut'] if

— node.misc['TraditionalMood"']
< = 'Gerundium' else ['Neut']
af['Case'] = ['Nom', 'Gen',

s 'Dat', 'Acc', 'Voc', 'Loc',
— 'Abl']

af['Degree'] = ['Abs', 'Cmp']

if node.misc['TraditionalMood'].

< startswith('Gerundi') :
af['Voice'] = ['Pass']
af['Aspect'] = 'Prosp'

elif node.feats['VerbForm']

— 'Conv':
rf.extend(['Case', 'Gender',
[ '"'Number'])
af['Case'] = ['Abl', 'Acc']
af['Gender'] = ['Masc']
af['"Number'] = ['Sing']

af['Voice'] = ['Act']
elif node.feats['VerbForm']
'Inf':

af['Tense'] .remove ('Pgp")

—

Script 1: Portion of the block that partially exemplifies
how morphological features are checked for the verbal
system: rf stands for ‘required features’, a £ stands for
‘allowed features’.

illustrates the expansion of the feature-value sets to
the higher level, applicable to only three treebanks.
UDante is used as reference to select those features.



if self.flavio:

af['Compound'] = ['Yes']
af['Variant'] = ['Greek']
af['NameType'] = ['Ast', 'Cal',

— 'Com', 'Geo', 'Giv', 'Let',

— 'Lit', 'Met', 'Nat', 'Rel',

— 'Sur', 'Oth']

af['InflClass'] = ['Ind', 'IndEurA',
— 'IndEurE', 'IndEurI', 'IndEurO',
[ 'IndEurU', 'IndEurX']

Script 2: Richer, more detailed morphological features
as allowed by the relevant parameter if set to 1.

The most representative example is Inf1Class,*

which reflects the original endings of the Proto-
Indo-European stems. Inf1Class has not been
added everywhere in UDante, therefore — when
higher-level validation is turned on — it is only con-
sidered as allowed, instead of required.

5 Harmonisation Examples

Three treebanks have been harmonised to the
higher level of detail (as defined in the previous sec-
tions): LLCT, ITTB and UDante. The remaining
two treebanks (Perseus and PROIEL) have been
harmonised to the lower level because the high-
level annotation is not available for them.

The harmonisation process derives transparently
from the feature constraints in the UDapi block. It
would not be helpful to discuss every constraint in
detail here (and if necessary, the reader can refer
directly to the source code of the block); nonethe-
less, we want to discuss some interesting exam-
ples regarding verbs and auxiliaries. There is a
more general issue raised by Cecchini (2021), who
proposes a reorganisation of Latin non-finite ver-
bal features towards a higher degree of universal-
ity. In accordance with their proposal,” we rean-
notate all gerund and gerundive forms as partici-
ples (VerbForm=Part) with Aspect=Prosp.
Traditional terminology used in grammars, i.e.
gerund and gerundive, is saved in the MISC
field as TraditionalMood=Gerund and
TraditionalMood=Gerundive to prevent
loss of information and allow linguistic research
based on traditional categories. Similarly, supine
forms are reannotated as VerbForm=Conv with
Aspect=Prosp and TraditionalMood=
Sup. The use of TraditionalMood and

4https ://universaldependencies.org/la/
feat/InflClass.html.

SWith the only exception of the VNoun feature, which has
eventually not been introduced in UDante.
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TraditionalTense is extended to finite forms
as well, for the purpose of consistency and in line
with UDante. As far as finite forms are concerned,
auxiliaries occurring in ITTB require some inter-
vention as well. Unlike in the other treebanks, such
forms (e.g. sum ‘they are’) do not present Aspect,
Mood, Person and Tense. For the sake of con-
sistency, we annotate them with respect to those
features, assigning the relevant value.

Overall, the examinations of bugs highlighted by
the block confirms what has been already noted in
Gamba and Zeman (2023) with respect to Perseus
and PROIEL status: their level of annotation de-
tail is remarkably lower in comparison to ITTB,
LLCT and UDante. An outstanding example is
provided by PronType, which is a key feature for
pronouns and determiners. Often missing in partic-
ular in Perseus, it is systematically added during
the harmonisation process.

Additionally, the block can also serve as a tool
to spot isolated errors. Whenever such errors are
highlighted, we proceed to correct them.

Table 1 presents a quantitative overview of the
major interventions applied.

6 Impact on Parsing

To evaluate the significance of the harmonisation
process of morphological features, we try to in-
vestigate its impact on parsing accuracy. There-
fore, we train new models for every morpho-
logically harmonised treebank. The models are
trained on the same data, but in the first case
UDPipe 1.2 is used, while for the second one
we choose to employ Stanza. With both Stanza
and UDPipe we train the parser model on pre-
dicted lemmas and tags. Indeed, through Stanza’s
prepare_depparse_treebank.py script,6
the trained POS tagging model is used to retag
the training data before training the parser. Simi-
larly, for UDPipe’ we train a parsing model that
relies on lemmas, UPOS tags and features as gen-
erated by the tagger. We use pretrained fastText
embeddings® (Grave et al., 2018) and training hy-
perparameters as used for syntactic harmonisation
in Gamba and Zeman (2023). For UDPipe, these
hyperparameters correspond to the optimised ones

*https://stanfordnlp.github.io/stanza/
training_and_evaluation.html.

"https://ufal.mff.cuni.cz/udpipe/1/
users-manual#model_training_parser.

8Available at https://fasttext.cc/docs/en/
crawl-vectors.html.



# sent_id = phie690.phiee3.perseus-latl.tb.xml@4l
# text = Te guoque magna manent regnis penetralia nostris

Te tu PRON p-s---fa- Case=Acc|Gender=Fem|Number=Sing obj Bug=FeatPronTypeMissing+FeatGenderNotAllowed+FeatNumberNotAllowed|LId=tul|

“— quogue quoque ADV d

advmod LId=quoquel

magna magnus ADJ a-p---nn-_Case=Nom|Gender:NeutINumber:Plur amod LId=magnusl

[ manent maneo VERE w3ppia---

Mood=Ind|Number=PLlur | Person=3|Tense=Pres | VerbForm=Fin|Voice=Act root Bug=FeatAspectMissing|LId=maneol

regnis regnum NOUN n-p---nb- Case=Abl|Gender=Neut|Number=Plur obl LId=regnuml
penetralia penetralis ADJ] a-p---nn- Case=Nom|Gender=Neut |Number=Plur nsubj LId=penetralisl

nostris noster DET p-p---nb- Case=Abl|Gender=Neut|Number=Plur det Bug=FeatPronTypeMissing]|SpaceAfter=No|

¢ PUNCT w-------- _ punct LId=puncl
Figure 1: Example of the html file highlighting bugs found in the data.
ITTB | LLCT | Perseus | PROIEL | UDante | notes

Aspect 26,243 4,596 4,344 35,420 - | Aspect is added.

Gender N 2,655 9,746 1,037 11,756 - | Gender is added, corrected or deleted (nom-
inal only).

Gender_V 1,514 1,834 30 3,899 - | Gender is added, corrected or deleted (ver-
bal only).

Gerund(ive)s 2,740 1,855 91 1,046 - | Interventions on gerunds and gerundives.

Mood 20,269 - - - - | Mood is added.

Number V 21,783 1,834 30 322 - | Number is added (verbal only).

NumForm=Word 2,029 2,415 162 1,671 142 | NumForm=Word is added to numerals like
viginti ‘twenty’.

Person 20,269 - - - - | Person is added to verbs.

Person_P - - 1,346 15,887 - | Person in pronouns is either added, if miss-
ing, or deleted, if not relevant.

PronType 24,825 | 21,062 3,105 31,023 21 | PronType is either added, if missing, or
corrected.

Tense 51,096 | 10,988 1,277 9,430 - | Tense is either added, corrected or deleted.

Voice 2,591 1,855 216 1,064 - | Voice is added when missing.

Voice_NO - 4,113 369 7,848 - | Voice is deleted when not relevant.

Table 1: Count of harmonising interventions.

made available for reproducible training by Straka
and Strakova (2019) when available (ITTB, Perseus
and PROIEL), and to parameters inspired by those
in the case of LLCT and UDante.’

We then evaluate the parsing model on morpho-
logically harmonised test data for each treebank
and compare results to the accuracy scores obtained
with parsing models trained on data that underwent
a harmonisation process only at syntax level.!’
Tables 2 and 3 report results obtained with UD-
Pipe, in terms of Labeled Attachment Score (LAS)
and Unlabeled Attachment Score (UAS) (Buchholz
and Marsi, 2006), whereas Tables 6 and 7 presents
analogous scores as obtained by the model trained
with Stanza. Scores highlighted in blue denote
an increase, while scores highlighted in red pin-
point decreased results. Accuracy is measured with
the evaluation script!! designed for the CoNLL
2018 Shared Task on Multilingual Parsing from

LLCT: learning_rate=0.02, transition_system=swap, tran-

sition_oracle=static_lazy, structured_interval=8.

UDante: learning_rate=0.01, transition_system=projective,
transition_oracle=dynamic, structured_interval=8.

°In both cases parsing models are trained on predicted
tags.

Uhttps://github.com/
UniversalDependencies/tools/blob/master/
eval.py.
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Raw Text to Universal Dependencies (Zeman et al.,
2018), which takes into consideration main depen-
dency relations only and not subtypes.

First and foremost, a clarification is necessary.
As explained earlier, the treebanks are not forced
all to the same set of features: LLCT, ITTB and
UDante have some extra features that are not found
in Perseus and PROIEL. It would be possible to
remove these extra features for the sake of parsing
evaluation but we chose to keep them. One can
thus expect somewhat worse results when applying
models from one of these treebank groups to test
data from the other group.

As illustrated in the tables, the results do not
show any clear pattern and, overall, the improve-
ments are neither widespread nor substantial. A
closer look at the scores reveals that UDPipe shows
improved accuracy scores in less than half of the
cases, and in general performs worse than Stanza,
with the gap being almost around 10% on aver-
age. Improvements obtained with models trained
on UDPipe are never substantial and, in general,
very hard to interpret. Stanza seems to allow for
some additional remark. We first want to examine
distinctly the two groups that correspond to the two
possible values of the discussed parameter. The



ittb.udp llct.udp perseus.udp proiel.udp udante.udp

LAS UAS LAS UAS LAS UAS LAS UAS LAS UAS
ITTB 79.86% | 83.11% | 38.62% | 50.59% | 44.16% | 53.86% | 45.19% | 55.56% | 53.51% | 63.06%
LLCT 35.50% | 45.63% | 91.84% | 93.20% | 32.64% | 42.66% | 35.81% | 47.55% | 30.86% | 41.31%
Perseus 44.14% | 55.57% | 32.60% | 45.50% | 43.73% | 57.28% | 40.36% | 53.25% | 42.13% | 54.23%
PROIEL | 49.37% | 58.58% | 36.67% | 48.72% | 45.23% | 54.41% | 70.02% | 75.16% | 41.85% | 53.13%
UDante 46.89% | 57.28% | 31.85% | 44.31% | 34.51% | 45.73% | 35.50% | 47.64% | 48.24% | 57.99%

Table 2: UDPipe LAS and UAS before morphological harmonisation. Columns correspond to trained models, rows

to test data.

ittb.udp llct.udp perseus.udp proiel.udp udante.udp

LAS UAS LAS UAS LAS UAS LAS UAS LAS UAS
ITTB 81.01% | 84.05% | 39.31% | 51.29% | 45.22% | 55.37% | 44.42% | 54.10% | 53.66% | 62.40%
LLCT 34.76% | 44.55% | 91.57% | 92.72% | 32.12% | 41.00% | 36.55% | 48.25% | 32.69% | 42.44%
Perseus 42.89% | 53.76% | 31.52% | 44.65% | 47.76% | 57.33% | 39.99% | 51.96% | 41.49% | 53.36%
PROIEL | 49.96% | 58.89% | 36.84% | 49.02% | 45.16% | 54.51% | 70.24% | 75.59% | 41.80% | 52.72%
UDante | 46.31% | 56.18% | 31.20% | 43.72% | 34.20% | 45.60% | 35.76% | 46.51% | 47.99% | 57.44%

Table 3: UDPipe LAS and UAS after morphological harmonisation. Columns correspond to trained models, rows to

test data.

LLCT model obtains lower accuracy scores only
on Perseus, which presents a more coarse-grained
morphological annotation, but not on any of the
treebanks belonging to the same class. A similar
remark could be made about the ITTB model; the
lower scores obtained on ITTB test data, despite
being coloured in red, are probably not significant.
Nevertheless, this reasoning does not hold true for
the model trained on UDante, which incongruously
performs best on Perseus and PROIEL. On the
other hand, the PROIEL model is the only one
showing improvements on all test data; despite not
being substantial in most of the cases, a +3% in-
crease can be observed when the model is used to
parse LLCT data.

All the discussion so far concerns syntactic pars-
ing, which is only indirectly affected by the consis-
tency of morphological annotation. So the natural
next question is about the impact of the harmoni-
sation on prediction of morphology. Both UDPipe
and Stanza predict morphological annotation to-
gether with syntax. Tables 4 and 8 show accuracy
of feature prediction (percentage of correct words,
whereas a word is correct if all its feature-value
pairs have been predicted correctly). Each accuracy
is computed before and after harmonisation, shown
in the same table. Here we see a clear improvement
in all experiments where a model is applied to data
from different treebank; and for ITTB and PROIEL,
the improved consistency led to improvement also
in the in-domain experiment. The improvement is
further confirmed in Tables 5 and 9, which show
the MLAS scores (Zeman et al., 2018), combining
morphology and syntax.

7 Conclusion and Future Work

The paper presents the harmonisation process that
we carried out, with respect to morphology, on
the five Latin UD treebanks. We first defined an
UDapi block for Latin, listing which morphologi-
cal features a token should possess. Such lists of
features are defined based on UPOS tags. Subse-
quently, we corrected the retrieved inconsistencies
— consisting in either missing or not allowed fea-
tures — via Python scripts. As a result, we produced
morphologically harmonised versions of the Latin
treebanks that were previously harmonised syntac-
tically (Gamba and Zeman, 2023). We contributed
the script to investigate Latin features, possibly
reusable by anyone working on Latin treebanks,
and we described a workflow that can be repli-
cated and applied to potentially any other language,
provided that language-specific information is sup-
plied within the template. In the second part of
the paper, we presented some parsing experiments
carried out with UDPipe and Stanza. By compar-
ing syntactic attachment scores before and after
morphological harmonisation, we observed the ab-
sence of a clear pattern that would allow to explain
results; on the other hand, morphological accuracy
clearly improved. The coexistence of a coarse-
grained and a fine-grained level of consistency in
annotation partially explains the outcome of the
parsing experiments, that however must not dis-
courage from pursuing an ever-growing harmonisa-
tion of linguistic resources in terms of annotation
choices. Intra- and inter-resource consistency is
a key factor to exploit data, whether it comes to
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ittb.udp llct.udp perseus.udp proiel.udp udante.udp

before after before after before after before after before after
ITTB 93.57% | 93.91% | 55.41% | 63.72% | 53.76% | 69.09% | 54.50% | 78.02% | 62.67% | 70.68%
LLCT 52.38% | 60.39% | 95.89% | 95.86% | 50.53% | 60.36% | 54.45% | 67.45% | 50.59% | 58.68%
Perseus 52.54% | 65.25% | 46.74% | 55.10% | 72.03% | 71.11% | 69.45% | 76.26% | 45.12% | 57.77%
PROIEL | 46.47% | 69.98% | 45.12% | 56.83% | 61.16% | 69.11% | 87.19% | 88.87% | 40.35% | 59.81%
UDante 58.30% | 64.99% | 47.47% | 54.90% | 44.60% | 59.29% | 48.30% | 69.57% | 74.84% | 74.67%

Table 4: Comparison of UDPipe accuracy scores on morphological features. Columns correspond to trained models,
rows to test data.

ittb.udp llct.udp perseus.udp proiel.udp udante.udp

before after before after before after before after before after
ITTB 69.97% | 71.64% | 15.10% | 17.23% | 15.24% | 22.90% | 18.68% | 30.85% | 25.39% | 29.04%
LLCT 1041% | 13.14% | 85.76% | 85.50% | 6.49% 11.38% | 11.07% | 17.04% | 7.52% 8.93%
Perseus 15.37% | 21.98% | 8.68% 12.80% | 28.60% | 28.89% | 23.59% | 29.45% | 10.70% | 17.59%
PROIEL | 16.14% | 29.49% | 10.81% | 15.58% | 19.00% | 25.21% | 56.42% | 58.07% | 11.47% | 18.82%
UDante 18.87% | 21.32% | 8.62% 10.15% | 8.94% 13.53% | 11.97% | 19.43% | 25.90% | 25.46%

Table 5: Comparison of UDPipe MLAS scores. Columns correspond to trained models, rows to test data.

ittb.mdl llct.mdl perseus.mdl proiel.mdl udante.mdl

LAS UAS LAS UAS LAS UAS LAS UAS LAS UAS
ITTB 88.60% | 90.55% | 45.63% | 58.74% | 50.55% | 61.47% | 51.16% | 60.72% | 63.78% | 72.96%
LLCT 40.84% | 52.66% | 94.61% | 95.81% | 37.82% | 47.50% | 40.97% | 53.24% | 43.64% | 56.09%
Perseus 57.68% | 67.85% | 40.80% | 53.88% | 58.41% | 68.22% | 47.30% | 58.68% | 52.98% | 64.06%
PROIEL | 62.34% | 71.27% | 46.76% | 59.92% | 55.03% | 65.25% | 80.57% | 84.36% | 52.61% | 63.91%
UDante 56.62% | 67.27% | 39.67% | 52.97% | 39.53% | 52.98% | 41.27% | 52.41% | 57.92% | 67.60%

Table 6: Stanza LAS and UAS before morphological harmonisation. Columns correspond to trained models, rows

to test data.

ittb.mdl llct.mdl perseus.mdl proiel.mdl udante.mdl

LAS UAS LAS UAS LAS UAS LAS UAS LAS UAS
ITTB 88.29% | 90.28% | 46.93% | 60.21% | 50.02% | 60.22% | 52.86% | 62.13% | 64.87% | 72.91%
LLCT 42.18% | 54.50% | 94.91% | 96.08% | 38.10% | 48.50% | 42.48% | 56.08% | 42.43% | 54.97%
Perseus 59.00% | 69.00% | 39.82% | 53.34% | 59.43% | 68.97% | 47.97% | 59.36% | 54.26% | 65.17%
PROIEL | 62.33% | 71.27% | 48.17% | 61.25% | 55.56% | 64.81% | 81.25% | 84.91% | 54.37% | 64.41%
UDante | 58.24% | 68.42% | 40.39% | 53.84% | 39.73% | 52.47% | 41.41% | 52.74% | 57.40% | 66.79%

Table 7: Stanza LAS and UAS after morphological harmonisation. Columns correspond to trained models, rows to

test data.

ittb.mdl llct.mdl perseus.mdl proiel.mdl udante.mdl

before after before after before after before after before after
ITTB 95.70% | 96.15% | 57.07% | 66.19% | 55.19% | 72.91% | 52.14% | 79.97% | 66.22% | 75.34%
LLCT 56.92% | 63.95% | 96.89% | 96.81% | 53.53% | 65.33% | 57.07% | 71.87% | 55.73% | 63.47%
Perseus 57.29% | 72.49% | 48.66% | 57.23% | 78.02% | 77.86% | 70.01% | 79.51% | 49.75% | 64.63%
PROIEL | 49.88% | 75.90% | 48.31% | 60.97% | 66.57% | 75.95% | 90.91% | 92.72% | 44.53% | 67.10%
UDante 62.47% | 69.85% | 48.56% | 56.32% | 45.89% | 63.42% | 46.22% | 70.64% | 79.39% | 79.30%

Table 8: Comparison of Stanza accuracy scores on morphological features. Columns correspond to trained models,

rows to test data.

ittb.mdl llct.mdl perseus.mdl proiel.mdl udante.mdl

before after before after before after before after before after
ITTB 78.97% | 80.74% | 16.56% | 19.07% | 19.45% | 27.87% | 22.13% | 40.05% | 33.14% | 39.59%
LLCT 12.22% | 17.67% | 89.46% | 90.04% | 9.12% | 16.63% | 15.98% | 24.25% | 12.59% | 18.02%
Perseus | 22.63% | 35.20% | 11.57% | 16.92% | 38.86% | 40.21% | 31.33% | 38.66% | 16.25% | 27.29%
PROIEL | 22.23% | 41.32% | 14.86% | 22.74% | 27.64% | 35.92% | 68.49% | 71.23% | 17.17% | 30.61%
UDante | 25.06% | 29.95% | 12.21% | 14.77% | 10.64% | 17.37% | 13.45% | 25.40% | 35.96% | 35.32%

Table 9: Comparison of Stanza MLAS scores. Columns correspond to trained models, rows to test data.
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linguistic research or any other application.

In light of the slight improvement that resulted in
parsing accuracy from the harmonisation process,
we do not plan on further developing the harmon-
isation of treebanks. The higher degree of consis-
tency in treebank annotation, i.e. the availability
of more homogeneous data, allows now to inves-
tigate the actual reasons for variability in parsing.
Syntactic constructions evolving over time may be
inspected, as well as other factors that may affect
parsing results on data that differ from training
data — as already problematised several times, e.g.
by Passarotti and Dell’Orletta (2010), Passarotti
and Ruffolo (2010), Ponti and Passarotti (2016).
Variation in time is most probably expected to be
a relevant factor, and it is strongly connected to
two other relevant variables, i.e. space and domain.
Consider, for instance, the Late Latin Charter Tree-
bank: while featuring early medieval Latin (VIII-
IX century), not as late as ITTB (XIII century) and
UDante (XIV century) Latin varieties, the treebank
does not include literary texts yet charters writ-
ten in Tuscany, Italy. The gradual development
of Latin towards Romance languages, exemplified
by evolving syntactic constructions and changes in
word endings, can already be observed in the tree-
bank (Cecchini et al., 2020c). Variation in terms of
genre appears to be relevant also with respect to the
distinction between poetry and prose. With Latin
treebanks encompassing mostly literary data, such
distinction cannot be overlooked. Indeed, Latin po-
etry is strongly affected by prosody and metre: the
sequence of short and long syllables in words, as
defined by prosodic rules, together with the specific
structure of the selected metre, rigidly determine
possible sequences of words. As a result, the nat-
ural word order is unsettled, and the position of a
word in the verse (and, hence, in the sentence) is
mostly defined by the way its short and long sylla-
bles follows one another. This whole mechanism,
highly affecting word order, entails a high degree
of non-projectivity, and would need to be further
inspected.
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Abstract

Constituency parsing plays a fundamental
role in advancing natural language process-
ing (NLP) tasks. However, training an auto-
matic syntactic analysis system for ancient lan-
guages solely relying on annotated parse data is
a formidable task due to the inherent challenges
in building treebanks for such languages. It de-
mands extensive linguistic expertise, leading to
a scarcity of available resources. To overcome
this hurdle, cross-lingual transfer techniques
which require minimal or even no annotated
data for low-resource target languages offer a
promising solution. In this study, we focus
on building a constituency parser for Middle
High German (MHG) under realistic condi-
tions, where no annotated MHG treebank is
available for training. In our approach, we
leverage the linguistic continuity and structural
similarity between MHG and Modern German
(MG), along with the abundance of MG tree-
bank resources. Specifically, by employing
the delexicalization method, we train a con-
stituency parser on MG parse datasets and per-
form cross-lingual transfer to MHG parsing.
Our delexicalized constituency parser demon-
strates remarkable performance on the MHG
test set, achieving an Fl-score of 67.3%. It
outperforms the best zero-shot cross-lingual !
baseline by a margin of 28.6% points. These
encouraging results underscore the practicality
and potential for automatic syntactic analysis in
other ancient languages that face similar chal-
lenges as MHG.

1 Introduction

Constituency parsing, which involves analyzing the
grammatical structure of sentences and identifying
the hierarchical relationships between words, plays
a crucial role in linguistic research, especially for

'As is prevalent in the realm of multilingual NLP, the
term “zero-shot cross-lingual” in this context pertains to a
transfer learning method where we finetune the model with
task-specific data in a source language and test on the target
language directly (Sitaram et al., 2023).

68

the analysis of ancient languages that are no longer
spoken. Its significance extends beyond linguistic
analysis, serving as a building block for various
natural language processing (NLP) applications,
such as information extraction (Jiang, 2012; Jiang
and Diesner, 2019), sentiment analysis (Li et al.,
2020), question answering (Hermjakob, 2001), etc.
However, ancient languages lack large labeled and
unlabeled corpora (Assael et al., 2022) and tree-
banks suitable for parser training are seldom avail-
able. This scarcity of resources can be attributed
to two reasons. Firstly, ancient languages usually
have a dearth of digital text resources. Secondly,
the construction of a treebank for an ancient lan-
guage requires substantial linguistic expertise and
manual effort. Nonetheless, the continuity in the
process of language evolution gives rise to linguis-
tic similarities between ancient languages and their
corresponding modern counterparts (Parravicini
and Pievani, 2018). Cross-lingual transfer tech-
niques (Ruder, 2019; Lauscher et al., 2020) are
trained on high-resource languages and require lit-
tle or no annotated data from low-resource target
languages. They can effectively be applied to lan-
guages with similar sentence structure and word
order. Hence, they can be a viable solution to this
challenge.

In this work, we focus on building a constituency
parser for Middle High German (MHG). MHG is
a historical stage of the German language that was
spoken between 1050 and 1350. It is the linguistic
predecessor of Modern German (MG). Both lan-
guages have many similarities in word formation
and grammatical features, e.g., similar word order
patterns and inflectional systems (Salmons, 2018).
The availability of MHG parse trees is extremely
limited. The Deutsche Diachrone Baumbank (Ger-
man Diachronical Treebank, DDB) (Hirschmann
and Linde, 2023) comprises merely around 100
manually annotated parse trees, encompassing less
than 3000 tokens. These resources are far from
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Figure 1: Overview of the cross-lingual delexicalized parsing system for MHG. In the training, the delexicalized
parsing model is trained on the delexicalized MG trees. The trained parser is subsequently applied to MHG sentences.
The delexicalized parsing system for MHG consists of three key modules: (1) Delexicalized parsing model trained
on delexicalized MG trees, (2) MHG POS tagger, and (3) Tag mapper.

what is required to train an automatic syntactic anal-
ysis system, and are only suitable for use as test
sets. On the other hand, there is an abundance of
treebank resources available for MG, in particular
the Tiger Treebank (Smith, 2003). Hence, we cap-
italize on the structural similarity between MHG
and MG, as well as the rich MG treebank resources
in order to develop a cross-lingual delexicalized
constituency parsing model that we can directly
apply to MHG sentences.

In the delexicalized approach, the parsing model
operates on part-of-speech (POS) sequences rather
than token sequences. We accomplish this by train-
ing a cross-lingual parser using POS sequences
from high-resource source languages as input. Sub-
sequently, we utilize this trained parser to directly
parse POS sequences of low-resource target lan-
guages (McDonald et al., 2011).

In our work, we first train a delexicalized con-
stituency parsing model on a delexicalized MG
treebank. In order to parse MHG sentences with
this model, we need to annotate them first with the
POS tags used in the MG treebank. To this end,
we train a POS tagger on an MHG corpus which
has been manually annotated using a POS tag set
similar, but not identical to the MG tag set. We em-
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ploy a POS mapper to replace the MHG tags by the
corresponding MG tags, ensuring the uniformity of
the model’s inputs across the two languages, which
is a prerequisite of the delexicalization method.
The experimental results show that our delexical-
ized constituency parser substantially outperforms
all other zero-shot cross-lingual parsing baselines,
achieving an F1-score of 67.3% on the MHG parse
test set.

The delexicalization method is particularly well-
suited for languages which (1) lack treebank re-
sources, (2) possess sufficient annotated data for
training POS taggers, and (3) exhibit syntactic sim-
ilarities with a high-resource language. Our investi-
gation of this realistic scenario shows the feasibility
of automatic syntactic analysis for an ancient lan-
guage.

The subsequent sections of this paper are orga-
nized as follows. In Sec. 2, we discuss related work.
Sec. 3 gives an overview of our research languages
and the available corpora. The delexicalization
method employed in our approach is detailed in
Sec. 4. Sec. 5 describes our experimental setup,
and in Sec. 6, we analyze the results. We conclude
in Sec. 7.



2 Related Work

Cross-Lingual Transfer Learning The funda-
mental principle underlying cross-lingual transfer
is that the processing of source and target languages
uses a shared input representation, which can be
either discrete or continuous. The delexicalization
method is based on a shared discrete input represen-
tation, i.e., POS tags. Other discrete representation
types include glossed words (Zeman and Resnik,
2008) and grounding texts in multilingual knowl-
edge bases (Lehmann et al., 2015). Continuous
cross-lingual representation spaces emerged with
advancements in neural networks. Typical exam-
ples are cross-lingual word embeddings (Ammar
et al., 2016) and sentence embeddings (Artetxe and
Schwenk, 2019).

The emergence of massively multilingual trans-
formers (Devlin et al., 2019; Conneau et al., 2020),
which are jointly pretrained on multilingual cor-
pora, introduces a novel pattern of zero-shot cross-
lingual transfer learning. In this paradigm, a pre-
trained multilingual model is finetuned on a down-
stream NLP task dataset of a source language. The
finetuned multilingual model is then directly ap-
plied to target language data for the same task (K
et al., 2019; Hu et al., 2020; Liu et al., 2022; Nie
et al., 2023).

Neural Constituency Parsing Recent advances
in constituency parsing have witnessed a growing
emphasis on harnessing neural network representa-
tions, making a shift from the previously prominent
role of grammars, whose relevance has gradually di-
minished. Cross and Huang (2016) propose a span-
based constituency parsing system specifically de-
signed to leverage the powerful representation capa-
bilities of the bidirectional long short-term memory
(LSTM) networks (Hochreiter and Schmidhuber,
1997). In this method, an input sentence is repre-
sented as a set of spans, and each span is assigned a
score. The best-scoring parse tree is computed us-
ing dynamic programming techniques. They com-
bine smaller spans into larger spans until the entire
sentence is covered. Subsequently, several varia-
tions of the span-based method have been proposed,
e.g. approaches replacing the inference algorithm
with chart-based methods (Stern et al., 2017), us-
ing character-level representations instead of word-
level representations (Gaddy et al., 2018), and re-
placing LSTMs with self-attention modules (Kitaev
and Klein, 2018). Kitaev et al. (2019) take advan-
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tage of the newly developed pretrained language
models (PLMs) and use BERT (Devlin et al., 2019)
to compute the span representations, resulting in
enhanced performance. Kitaev and Klein (2020)
improve the runtime complexity of constituency
parsing to linear time by reducing parsing to tag-

ging.

Cross-Lingual Constituency Parsing There has
been relatively limited scholarly attention dedi-
cated to cross-lingual constituency parsing in re-
cent studies, especially for target languages situ-
ated in low-resource settings, such as MHG. Ki-
taev et al. (2019) have employed the multilingual
BERT model to train a single parser with parame-
ters shared across languages. They jointly finetune
the multilingual BERT on 10 languages utilizing a
common BERT backbone, but the model contains
distinct MLP span classifiers for each language to
accommodate the different tree labels. However,
their approach necessitates the availability of tree-
banks of all the encompassed languages as training
datasets. Kaing et al. (2021) undertake a compre-
hensive series of experiments to validate the effi-
cacy of delexicalization techniques for zero-shot
cross-lingual constituency parsing. Additionally,
their study underscores significance of typological
affinity in the source language selection. We build
upon these investigations and apply their findings
to the zero-shot parsing of MHG within a practical
contextual framework.

Constituency Parsing on Historical German
There is a notable scarcity of syntactically anno-
tated corpora for historical German. In instances
where annotated treebanks are absent, approaches
such as rule-based, unsupervised, or zero-shot
cross-lingual methods can be employed for con-
stituency parsing, For instance, Chiarcos et al.
(2018) have created a rule-based shallow parser for
MHG. Recent advancements in the construction of
such corpora encompass:

* German Diachronical Treebank (DDB): a
small yet syntactically deeply annotated cor-
pus, comprising three subcorpora of differ-
ent stages of German, i.e., Old High German,
Middle High German and Early New High
German (Hirschmann and Linde, 2023). The
construction of the DDB corpus is oriented
towards the Tiger Corpus (Smith, 2003), one
of the largest German treebanks.

* UP Treebank of Early New High German



(ENHG): a syntactically annotated corpus of
ENHG containing 21,432 sentences consist-
ing of 600,569 word tokens based on the Ref-
erence Corpus of ENHG (Demske, 2019).

* Corpus of Historical Low German (CHLG):
a Penn-style treebank of Middle Low Ger-
man (Booth et al., 2020)

Contemporary work on historical German parsing
based on previously mentioned corpora includes en-
deavors such as cross-dialectal parsing for ENHG
based on CHLG (Sapp et al., 2023).

3 Languages and Corpora

The ancient language which we study in this pa-
per is Middle High German (MHG). MHG and
Modern German (MG) are stages of the same Ger-
manic language family, representing different his-
torical periods. MHG emerged during the Middle
Ages in the German-speaking regions of Central
Europe. It was primarily used in literary and ad-
ministrative contexts and played an important role
in medieval literature, including epic poems such
as the Nibelungenlied and Minnesang (courtly love
poetry) (Salmons, 2018).

Linguistic Considerations of MHG MHG has
a phonetic system that included a set of vowel and
consonant sounds. The pronunciation and sound
patterns differ from those of MG, but some MHG
words are still recognizable in MG. MHG has a
more complex grammatical system, such as a more
extensive case system with different noun and ad-
jective declensions. Besides, verb conjugation has
more intricate forms and patterns (Jones and Jones,
2019). In terms of orthography, the spelling and
writing conventions of MHG are different from
MG. For example, i, the umlaut of u, is usually
written iu in MHG. The transition from MHG to
MG was a gradual process, occurring over several
centuries. MG can be considered the linguistic
descendant of MHG, with linguistic changes and
developments shaping the language over time.

MHG Corpora Resources During the MHG pe-
riod, the amount of textual material that survives
to the present increases markedly. The Reference
Corpus of Middle High German (ReM) (Klein
et al., 2016) encompasses a large collection of non-
literary and non-religious texts. ReM is a corpus
of diplomatically transcribed and annotated texts
of MHG with a size of around 2 million word
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forms. Texts in ReM have been digitized and
richly annotated, e.g., with POS, morphological
and lemma features. The morphological annota-
tion uses the HiTS tag set (Dipper et al., 2013),
a tag set for historical German, derived from the
Stuttgart-Tiibinger Tag Set (STTS) for modern Ger-
man texts (Schiller et al., 1995). Although the ReM
corpus provides rich morphologically annotated
text data for MHG, the availability of syntactically
annotated data for MHG is severely limited, with
only approximately 100 MHG parse trees included
in the DDB treebank. In contrast, the treebank
resources for MG are abundant. The Tiger Tree-
bank (Brants et al., 2002), for instance, consists of
approximately 40,000 sentences of German news-
paper text, taken from the Frankfurter Rundschau.

4 Methods

In our work, we focus on developing a constituency
parser for MHG. In the previous section, we re-
viewed annotated resources available for MHG and
MG. Basically, we have ample treebank resources
for MG and plenty of POS-tagged texts for MHG,
whereas the treebank resources for MHG are ex-
tremely limited. Given the resource availability
for MG and MHG along with the linguistic con-
nection between the two languages, employing a
cross-lingual constituency parsing approach utiliz-
ing delexicalization proves to be an effective solu-
tion. As Figure 1 shows, the delexicalized model
is trained on the delexicalized inputs of MG. In the
inference stage, the delexicalized parser is directly
applied to MHG POS sequences. The delexical-
ization method requires that MHG and MG share
the same set of POS tags. The final constituency
parser for MHG (the right side of Figure 1 com-
prises three modules: (1) the delexicalized parser,
(2) the MHG POS tagger, and (3) the POS mapper
from MHG to MG. In the next section, we describe
the delexicalized parsing system in more detail.

4.1 Delexicalized Parser

Our delexicalized MHG parser is based on the
Berkeley neural parser (Benepar) (Kitaev and
Klein, 2018), a span-based parser using self-
attention. As illustrated in Figure 1, Benepar has
an encoder-decoder architecture which combines
a chart decoder with a sentence encoder based on
self-attention. The sentence encoder computes con-
textualized representations for all word positions
and combines them to form span representations.
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Figure 2: An example illustrating the delexicalization
process of a MG tree.

From the span representations, the parser computes
label scores, which are subsequently used to in-
crementally construct a tree using a chart parsing
algorithm (Sakai, 1961).

According to Kaing et al. (2021), Benepar ex-
hibits two key features which are advantageous for
cross-lingual transfer. Firstly, it employs a self-
attentive encoder that effectively captures global
context information and exhibits less sensitivity to
word order. Secondly, the parser independently
scores each span without considering the label de-
cisions of its children or parent. This means that a
failure in label prediction for a certain span does
not strongly impact the label prediction for other
spans (Gaddy et al., 2018). Consequently, the pre-
diction errors resulting from local syntax variations
between two languages have a limited effect on the
overall prediction.

While our delexicalized parser adopts the same
architecture to Benepar, there exist distinctions in
the inputs of the two. Specifically, Benepar is
trained on parse trees with words, whereas our
delexicalized parser operates on POS sequences
as inputs, i.e. tree strings devoid of words. There-
fore, the delexicalized version of the MG treebank
is required to train the delexicalized parser. For the
MHG parsing in the inference, we feed the delex-
icalized model with the POS sequences of MHG
sentences.

4.2 Delexicalization for MG and MHG

Delexicalization for MG  We use the Tiger Tree-
bank to train the delexicalized parsing model on
MG parse trees. The parse trees in the Tiger Tree-

$.

72

bank contain additional semantic information, such
as edge labels, and special structures, such as coref-
erence indices and trace nodes. We remove all of
them during delexicalization.

In the Tiger treebank, the label of each preter-
minal node contains not only the POS tag, but
also morphological features, such as case, num-
ber, gender. During delexicalization, we overwrite
the word at the leaf node with this extended POS
tag, but only keep the POS information in the la-
bel of the preterminal node. This means that the
input of our delexicalized parser contains informa-
tion about morphological features. Figure 2 shows
an example of the delexicalization for a MG sen-
tence. As shown the edge labels, e.g., “NK” are
removed and the tokens are replaced by the POS
tag combined with morphological features, e.g.,
“ART.Nom.P1l.Fem”, where “ART” (determiner)
is the POS tag, and “Nom.P1.Fem” denotes the
morphological information with case being nomi-
native, number being plural, and gender being fem-
inine.

MHG POS Tagger For the delexicalization of
MHG sentences, we need a POS tagger for MHG.
We use the RNNTagger of Schmid (2019) for this
purpose, which annotates MHG sentences with
POS tags as well as morphological features and
has been trained on the ReM corpus. RNNTag-
ger uses deep bidirectional LSTMs with character-
based word representations.

4.3 Tag Set Mapping

The Tiger Treebank uses the STTS tag set, whereas
the MHG version of the RNNTagger and the ReM
corpus on which it was trained employ the HiTS
tag set. Due to this discrepancy, we cannot directly
use the POS labels from RNNTagger as input to
the delexicalized parser. HiTS, for example, has
separate tags for definite (DDART) and indefinite
articles (DIART), whereas STTS uses the tag “ART”
for both of them. Since the delexicalization method
demands that the source and target languages share
the same tag set, we have to map the MHG tags
to the MG . The small MHG treebank that we use
for evaluation purposes uses STTS and requires no
mapping.

The mapping process involves two dimensions.
Firstly, we map the morphological features of
MHG to those of MG. Secondly, we map the POS
tags of MHG to those of MG primarily based on a
mapping dictionary. Table 2 shows a selected part



\ Type | Language | Size \ Usage
Tiger Treebank MG 50,474 trees Parser training
DDB Treebank MHG 96 trees Parser evaluation
ReM | POS-tagged corpus MHG 2,269,738 tokens | POS tagger training

Table 1: Overview of the datasets.

MHG Tag | MG Tag
CARDD CARD
DDA PDAT
DDART ART
DIA PIAT
DIART ART
DID PDAT
NA NN
VAPS ADJD.Pos

Table 2: Representative mapping pairs in the mapping
dictionary.

of the POS tag mapping dictionary. It should be
noted that our mapping is not flawless due to cer-
tain challenges. For instance, the composite word
in MHG “enerde (on earth)” is separated into “auf”
and “Erde” in MG and are tagged as “APPR|NA”.
In the DDB treebank, such composite words are
annotated with two separate tags combined with “I”
in the DDB treebank. However, for simplification
purposes, our mapping only retains the first part of
the tag, leading to a loss of information.

S Experiments

We begin by training Benepar on the delexicalized
Tiger treebank for MG. Then we annotate the sen-
tences of the small DDB treebank for MHG with
RNNTagger and map the HiTS tags that it returns
to STTS tags. Finally, we parse the POS tag se-
quences with the trained parser.

5.1 Datasets

In our experiments, we utilize the following three
corpora (see also Table 1).

Tiger Treebank The delexicalized parser is
trained on the Tiger Treebank (Smith, 2003), which
comprises a total number of 50,474 parse trees
for MG. We use a version of the Tiger Treebank
which has been converted to the Penn Treebank
format (Marcus et al., 1993). We delexicalize the
Tiger corpus and divide it into a training set and a
development set. The first 47,474 parse trees in the
Tiger corpus comprise the training set and the last
3,000 parse trees comprise the development set.
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DDB The German Diachronic Treebank
(DDB) (Hirschmann and Linde, 2023) consists
of a limited number of 100 parse trees for MHG.
Due to the small data size, we utilize the DDB
treebank solely for the cross-lingual evaluation
of the delexicalized parser. To prepare the DDB
treebank for evaluation, we perform preprocessing
steps, including converting it to the format of the
Penn Treebank and removing incomplete parse
trees and parse trees with mostly Latin words. We
also removed numbers and periods which formed
the first token of a parse tree and corrected a few
more minor problems. At the end, we had 96
sentences for evaluation purposes.

ReM The Reference Corpus for Middle High
German (ReM) (Klein et al., 2016) is an extensive
collection of texts written in MHG. This corpus
encompasses approximately 2.3 million tokens and
provides comprehensive linguistic annotations, in-
cluding POS tags, morphological analysis, lemma
features, and more. The ReM corpus has been used
by Schmid (2019) to train the MHG version of his
RNNTagger which annotates MHG texts with POS
tags and morphological features.

5.2 Baselines

We evaluate the performance of our proposed delex-
icalized MHG parser which is based on the Benepar
parser (Kitaev and Klein, 2018), and compare it
with the cross-lingual transfer performance of the
original Benepar without using the delexicalization
method and other parsing approaches that incorpo-
rate pretrained language models, which have shown
promising results in various NLP tasks.

Vanilla Benepar The vanilla Benepar model is
trained directly on the original training set of the
Tiger Treebank for MG without delexicalization.
After training, the parser is directly used to parse
the MHG sentences as token sequences. This al-
lows us to compare the performance of the delex-
icalized MHG parser with the vanilla Benepar
model, highlighting the impact of delexicalization
on cross-lingual parsing performance.



Recall Precision FScore CM
MG | MHG | MG | MHG | MG | MHG | MG | MHG
Baselines
Vanilla Benepar 84.18 | 34.41 | 87.57 | 44.40 | 85.84 | 38.77 | 45.80 | 0.00
Tetra-gBERT 86.31 | 23.20 | 88.19 | 29.53 | 87.24 | 2598 | 51.70 | 3.12
Tetra-mBERT 60.68 | 19.69 | 65.61 | 23.25 | 63.15 | 21.32 | 21.35 | 0.00
Our proposed method
Dexparser 81.39 | 64.72 | 84.89 | 70.19 | 83.10 | 67.34 | 39.03 | 12.50

Table 3: Main results of the cross-lingual parsing transfer performance of different parsers. CM refers to “complete
match”. gBERT refers to the pretrained German BERT and mBERT refers to the multilingual version BERT. The

best value of each column is indicated in bold.

Tetra-Tagging with PLMs Tetra-tagging (Ki-
taev and Klein, 2020) is a technique for reducing
constituency parsing to sequence labeling. In this
approach, special parsing tags are predicted in par-
allel using a PLM, and then merged into a parse tree.
In our experiment, we use the pretrained German
BERT model (Chan et al., 2020) and the multilin-
gual BERT model (Devlin et al., 2019) available
on the HuggingFace website (Wolf et al., 2020).
We start by finetuning these models on the Tiger
Treebank using the Tetra-tagging technique. Sub-
sequently, we evaluate their performance on the
MHG parse test set.

5.3 Evaluation

Following Kitaev and Klein (2018), we use the
the standard evalb measures (Sekine and Collins,
1997; Collins, 1997) for the parser quality eval-
uation. evalb is a software tool that provides
metrics to assess the accuracy and similarity of
parsed sentences against reference or gold standard
parse trees, including precision, recall, F1 score,
and complete match.

* Precision measures the proportion of pre-
dicted constituents in the generated parse tree
which are also contained in the reference parse
tree. It quantifies the accuracy of the parser in
correctly identifying constituents.

Recall measures the proportion of con-
stituents in the reference parse tree which
were predicted by the parser in the generated
parse tree. It quantifies the parser’s ability
to generate all the constituents present in the
reference parse tree.

F1 Score is the harmonic mean of precision
and recall.

* Complete Match measures the proportion of
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predicted parse trees which were exactly iden-
tical to the respective reference parse trees.

As is the standard practice, the evaluation disre-
gards POS labels and punctuation.

5.4 Training Setup

For training the delexicalized parser, we adopt the
same hyperparameter settings as described in (Ki-
taev and Klein, 2018). The encoder architecture
consists of a character-level bidirectional LSTM
neural network. We configure the encoder with a
dimension of 1024, utilizing 8 layers, 8 attention
heads, and a dimension of 64 for the key, query,
and value. The size of the feedforward layer is set
to 2048, and the character embedding dimension
is 64. The batch size is set to 32, the learning rate
is 5e-5, and the maximum sequence length of the
encoder is 512. We use the random seed 10 for
training. We conduct all our experiments using a
server with 8 GPUs with 11GB RAM (NVIDIA
GeForce GTX 1080 Ti).

6 Results and Analysis
6.1 Main Results

Table 3 shows the parsing performance of different
cross-lingual parsers. Notably, our proposed parser
attains the highest scores across all metrics for
MHG, demonstrating that the delexicalized parser
possesses superior cross-lingual parsing perfor-
mance on MHG. Our delexicalized parser demon-
strates substantial advantages in parsing MHG,
achieving an impressive increase of almost 30%
points in F1 score. Besides, it achieves compara-
ble results on MG. In terms of the baselines, the
Vanilla Benepar and the Tetra-gBERT parser both
achieve relatively high recall and precision for MG
but have noticeably lower values for MHG. The
Tetra-mBERT parser exhibits lower values for both
recall and precision for both MG and MHG. It is



| Recall | Precision | FScore | CM
Delexicalized parser using gold tags 66.18 71.17 68.59 | 14.58
- using predicted tags 64.72 70.19 67.34 12.50
- without mapping 59.16 68.82 63.63 7.29
- without morphological information | 48.66 65.38 55.8 9.28

Table 4: The MHG parsing results with delexicalized parser in the ablation study.

worth noting that the parsing performance of the
delexicalized model on the source language MG
is surpassed by the two strong baselines, Vanilla
Benepar and Tetra-gBERT. This outcome is ex-
pected as the delexicalization process diminishes
the semantic information present in the input se-
quences. However, the trade-off of the performance
loss in MG leads to a big leap in the cross-lingual
parsing performance for MHG.

Our delexicalized constituency parser exhibits
outstanding performance on the MHG test set, at-
taining an impressive Fl-score of 67.3%. This
substantial improvement outperforms the best zero-
shot cross-lingual baseline by a considerable mar-
gin of 28.6%. Although there is a slight decline
in the parsing performance for MG, the trade-
off proves worthwhile considering the substantial
gains achieved in parsing MHG. This emphasizes
the effectiveness of the delexicalized approach in
facilitating cross-lingual transfer and highlights
its potential for parsing ancient and historical lan-
guages like MHG.

6.2 Ablation Study

We now examine how the parsing performance
changes (i) as we replace predicted POS tags with
goldstandard POS tags, (ii) as we use the original
HiTS tags instead of mapping them to STTS tags,
and (iii) as we remove the morphological features
from the parser input. Table 4 presents the results
of our ablation study.

Goldstandard POS Tags We observe that the f-
score of the delexicalized parser increases by 1.3%
points when it processes gold standard POS tag
sequences instead of POS tag sequences predicted
by RNNTagger. This finding underscores the qual-
ity of the POS tags predicted by RNNTagger. We
loose very little performance due to POS tagging
eITors.

Tag Set Mapping Table 4 demonstrates a notice-
able decline in parsing performance from 67.34%
to 43.43% in terms of F1 score when the delex-
icalized MHG sequences are directly processed
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by the cross-lingual parser without mapping them
from HiTS to STTS. This finding highlights the
indispensability of mapping from MHG to MG for
maintaining satisfactory parsing performance. The
results underscore the significance of aligning the
tag sets between MHG and MG to ensure effective
cross-lingual parsing and emphasize the necessity
of this mapping process in our approach.

Morphological Information The inclusion of
morphological markers provides the neural model
with valuable additional information for parsing
MHG sentences. In our experiments, we augment
the delexicalized MHG sequences with morpho-
logical information, such as case, gender, number,
and more. The outcomes of the ablation study
clearly indicate that removing this morphological
information from the delexicalized input sequences
obviously impairs parsing performance. Specifi-
cally, this exclusion leads to a noticeable decline in
the F1 score, amounting to a reduction of 11.5%.

6.3 Case Study

Figure 3 shows two MHG trees generated by our
delexicalized parser and the corresponding gold
standard trees for comparison. This case study
reveals that the delexicalized parser demonstrates
relatively accurate predictions of constituents when
compared to the reference trees, especially for short
MHG sentences. Some prediction errors in con-
stituents stem from the intricacy and the ambiguity
of the MHG grammar, as exmplified by the case of
“her” in Example 2. From a linguistic perspective,
determining whether “her” functions as an adverb
(ADV) or a separated verb prefix (PTKVZ) poses
challenges. However, in longer and more com-
plex sentences, e.g., the sentence in Example 1, the
parser typically maintains a high level of accuracy
locally while occasionally struggling to accurately
determine the overall structure of the entire sen-
tence. Besides, the presence of noise in the ancient
texts is another factor that can impact the effective-
ness of the cross-lingual parsing for MHG. Overall,
the qualitative analysis provides further evidence
of the effectiveness of the delexicalized parser for
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Figure 3: Two examples of the trees generated by our delexicalized parser compared to the reference parses.

MHG, emphasizing its ability to accurately pre-
dict constituents, especially in shorter sentences.
While challenges may arise in handling longer and
more complex sentences, the delexicalized parser
showcases promising results, contributing to the
advancement of MHG parsing.

7 Conclusion

In conclusion, our study presents an effective cross-
lingual constituency parsing approach for ancient
languages, specifically focusing on the parsing of
Middle High German (MHG) sentences. Through
the utilization of delexicalization and and the simi-
larities between MHG and Modern German (MG),
we have developed a delexicalized parser based on
the rich treebank resources of MG, which demon-
strates remarkable performance in parsing MHG
sentences. Our experimental results showcase the
efficacy of the delexicalized approach, outperform-
ing existing baselines and achieving substantial
improvements in parsing accuracy. These findings
highlight the practicality and promise of our ap-
proach for parsing historical and ancient languages,
addressing the challenges posed by limited anno-
tated data and linguistic variations.

Limitations

One limitation of our study is the need for further
improvement in the robustness of the delexicalized
parsing method, particularly when applied to an-
cient texts. By addressing this limitation, we can
further enhance the applicability of our approach
to a wider range of ancient languages and ensure
more reliable parsing results. Besides, our pro-
posed method is only applicable to the scenario
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where a POS tagger for the target language and a
related language with a treebank exist.
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Abstract

Large language models (LLMs) have show-
cased remarkable capabilities in understanding
and generating language. However, their ability
in comprehending ancient languages, particu-
larly ancient Chinese, remains largely unex-
plored. To bridge this gap, we present ACLUE,
an evaluation benchmark designed to assess
the capability of language models in compre-
hending ancient Chinese. ACLUE consists of
15 tasks cover a range of skills, spanning pho-
netic, lexical, syntactic, semantic, inference
and knowledge. Through the evaluation of
eight state-of-the-art LLMs, we observed a no-
ticeable disparity in their performance between
modern Chinese and ancient Chinese. Among
the assessed models, ChatGLM?2 demonstrates
the most remarkable performance, achieving
an average score of 37.4%. We have made our
code and data public available.!

1 Introduction

The study of ancient languages provides valuable
insights into the past civilizations’ thoughts, lan-
guages, societies, and histories (Zhiming, 1990;
Woodard, 2008; Bouchard-Coté et al., 2013). An-
cient China, as one of the oldest civilizations, has
left a significant impact on contemporary societies
including Japan, Korea, and Vietnam. However,
existing research in ancient Chinese language pro-
cessing have primarily focused on specific time
periods or genres (Yan et al., 2016; Xie et al., 2019;
Liu et al., 2020; Hu et al., 2021; Tian et al., 2021).
Typically, the previously proposed models require
customized fine-tuning for particular tasks.
Recently, the significant advancements made in
large language models (LLMs) underscore their
remarkable proficiency across a range of tasks,
showcasing their potential in performing various
tasks without the need for fine-tuning (Brown et al.,

'https://github.com/isen-zhang/ACLUE
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2020; Scao et al., 2022; Touvron et al., 2023; Muen-
nighoff et al., 2022; Zeng et al., 2023). These mod-
els encapsulate extensive knowledge and sophis-
ticated reasoning capabilities. Notably, the emer-
gence of ChatGPT (OpenAl, 2023) and Chinese-
oriented LLMs such as ChatGLM (Zeng et al.,
2023), has accentuated their remarkable ability in
comprehending and generating modern language.
However, due to the lack of ancient language bench-
marks, the abilities of LLMs in handling ancient
language remains largely unexplored.

We present the Ancient Chinese Language Un-
derstanding Evaluation (ACLUE), an evaluation
benchmark consisting of 15 tasks. These tasks are
derived from a combination of manually curated
questions from publicly available resources, and
automatically generated questions from classical
Chinese language corpora. The range of questions
span from the Xia dynasty (2070 BCE) to the Ming
dynasty (1368 CE), covering a broad temporal
range. Similar to the well-established LLM bench-
marks such as ARC (Clark et al., 2018) and MMLU
(Hendrycks et al., 2021), ACLUE adopts multiple-
choice question format for all tasks. This ensures
simplicity and uniformity in evaluating models, ac-
commodating variations in different training or fine-
tuning procedures and prompting methodologies.

In our preliminary experiments, we assessed the
performance of 8 advanced LLMs, where the Chi-
nese LLM ChatGLM?2 demonstrates the best perfor-
mance with an average accuracy of 37.4%, slightly
surpassing ChatGPT. However, considering the
baseline accuracy of 25% from random guessing
and the average accuracy of around 50% achieved
by the same models on contemporary modern Chi-
nese benchmarks such as AGIEval (Zhong et al.,
2023) and CMMLU (Li et al., 2023), we believe
there is still ample room for improvement in the
proficiency of existing LLMs in understanding an-
cient Chinese.

Proceedings of the Ancient Language Processing Workshop associated with RANLP-2023, pages 80-87,
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2 ACLUE Benchmark

ACLUE consists of 15 tasks that encompassing
lexical, syntactic, semantic, inference, and general
knowledge of ancient Chinese. The details of the
tasks are provided in Appendix A, where basic
statistics can be found in Table 2, and examples of
each task are listed in Table 3. The questions cover
a wide range of genres, including poetry, prose,
classical novels, couplets, historical records, and
biographies, spanning the period from 2070 BCE to
1368 CE. Among the 15 tasks, 8 were automatically
generated using existing corpora or datasets, 5 were
collected from freely available standard tests, and
2 were directly sourced from other work. Each
task includes 100 to 500 questions, exceeding the
number required for testing a human participant.

ACLUE serves as an evaluation suite for LLMs
ability in understanding ancient Chinese without
task-specific fine-tuning. To ensure fair compari-
son among different models trained with varying
approaches, all tasks are formatted into multiple-
choice questions with four choices, of which only
one is correct. The task details and dataset con-
struction process are elaborated in this section.

2.1 Lexical Tasks

We create three lexical tasks using the ancient Chi-
nese corpus, which includes over 50,000 word
sense annotations and 3,000 named entity anno-
tations (Shu et al., 2021).

Polysemy resolution aims to understand the dif-
ferent senses or meanings of words. Two types of
questions are created: one asks which character
in a given sentence carries a particular meaning,
while the other requires identifying the meaning of
a character within the sentence.

Homographic character resolution focuses on
recognizing homographic characters in ancient Chi-
nese texts. Homographic characters, also known as
“J@ R~ (tong jid zi) in Chinese, are substitutions
of characters in ancient Chinese texts with others
that have similar pronunciation or appearance.

Named entity recognition focuses on identifying
named entities (e.g., names of people, places, dy-
nasties, etc.) in ancient Chinese texts. Two types of
questions are created: one type asks for the specific
entity type of a given entity within a contextual sen-
tence, while the other type asks in which context a
Chinese word represents an entity.
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2.2 Syntactic and Semantic Tasks

Sentence segmentation is a task that involves
choosing the correct segmentation of a given sen-
tence. Since ancient Chinese lacks punctuation
marks, accurate sentence segmentation becomes
crucial for analyzing syntax and semantics of a
sentence. We create the task by sampling sen-
tences from the Classical-Modern Chinese Cor-
pus,? which provides labeled sentence segmenta-
tion. To create false options, we manipulate the
original punctuation marks by moving, adding, or
deleting them.

Couplet prediction involves predicting the most
likely second line of a Chinese couplet based on
a given first line. Chinese couplet, also known
as “¥fEX” (dui lidn), is a traditional form of poetic
expression consisting of two lines of verse. The two
lines are expected to match in terms of meaning,
rhyme, and other poetic elements. We construct
this task using a couplet dataset.’

Poetry context prediction is a task constructed
using the Chinese-poetry corpus.* The objective of
this task is to select the most likely next or previous
sentence given a specific sentence from a poem.

2.3 Inference

Poem quality estimation task is constructed based
on dataset proposed by Yi et al. (2018), which con-
sists of 173 Chinese quatrains, with each one being
rated for fluency, coherence, and meaningfulness
on a scale of 0 to 5 by human expert. We randomly
select four poems and create questions asking mod-
els to identify the best or worst poem based on a
specific criterion. To ensure clear distinctions, we
maintain a minimum score differences of 2 between
the correct option and the other options. The task
aims to evaluate the ability of models to compare
the quality of Chinese quatrains.

Reading comprehension is based on the AGIEval
dataset (Zhong et al., 2023). It contains a subset
of Chinese Gaokao questions. We select questions
that contains ancient Chinese text from this subset.
Poetry sentiment analysis involves predicting the
sentiment of an entire poem or parts of a poem,
determining whether it is positive, neutral, or neg-
ative. We utilize a dataset proposed by Shao et al.
(2021), which contains 5,000 poems. Each poem

*https://github.com/NiuTrans/
Classical-Modern

*https://github.com/wb14123/
couplet—-dataset

*https://github.com/chinese-poetry



DURR R T SASCEANR BB T0ERER, i E A HIERE
R -

Here are some multiple-choice questions about = Ancient Chinese

literature , please provide the correct answer choice directly.

ME: NIRFAT, B TR R R R

Question: Among the following lines of poetry, the one that belongs
to Du Mu'’s historical poem is:

A. IAR EREAHE, CAFHEUER

In former times, the swallows in front of the halls of Wang and Xie
flew into the homes of ordinary people

B. KBS IR, o iimtt

The vast sky engulfed the desolate island, and for eternity it sank into
this place.

C. TFERBUTLE, — R Ak

Thousands of chains sank to the bottom of the river, and a stone
emerged with a descending flag

D. ZEEAFGE, #ilfTdEraE

For three hundred years, the same dream awakened at dawn, where on
Zhongshan Mountain can a dragon coil

BERRE: (Answer)

Figure 1: An examples from ACLUE. English transla-
tions are provided for better readability.

and its individual sentences are labeled with fine-
grained sentiment categories, including negative,
implicit negative, neutral, implicit positive, and
positive sentiments. We merge implicit negative
and implicit positive labels with their respective
categories to address ambiguity.

Poetry appreciation is manually curated from
openly accessible online resources.

2.4 Knowledge-intensive Tasks

Ancient Chinese knowledge tasks cover various
subjects, including ancient Chinese medical, an-
cient Chinese literature, traditional Chinese cul-
ture, and ancient Chinese phonetics. To create
these tasks, we collected relevant questions from
various online open resources. Additionally, we
extracted a subset of questions from the CMMLU
dataset (Li et al., 2023), which consist of questions
at the high-school level in current Chinese educa-
tion. This selection allows us to form the tasks of
basic ancient Chinese.

3 Experiment

To provide an overview of the language ability
of existing open-sourced LLMs on ancient Chi-
nese, we assess 8§ models including 4 multilingual
models: ChatGPT (OpenAl, 2023), LLaMA (Tou-
vron et al., 2023), Falcon (Almazrouei et al.,
2023), BLOOMZ (Muennighoff et al., 2022), and
4 Chinese models: ChatGLM (Du et al., 2022),
Baichuan,” ChatGLM?2 (Zeng et al., 2023), and

Shttps://github.com/baichuan-inc/baichuan-7B

82

MOSS (OpenLMLab, 2023). Details about these
models are introduced in Appendix C.

For models optimized to function as chatbots,
such as ChatGPT and ChatGLM, we generate out-
put and use regular expressions to extract the an-
swer key. For other models, we directly obtain
the probability of the next tokens after the prompt
and selected the one with the highest probability
among the answer keys (i.e., ‘A’,'B’,°C’,‘D’). We
employ both zero-shot (do not provide examples)
and in-context five-shot (provide few examples)
evaluation. An example of evaluation instance is
shown in Figure 1.

3.1 Results

Table 1 shows the zero-shot performance of all
models. The five-shot results are similar to the
zero-shot results, suggesting that models can com-
prehend the task without additional demonstrations.
Overall, the Chinese model ChatGLM?2 demon-
strates the best performance, with an average ac-
curacy of 37.4%. Moreover, its performance on
almost all tasks is above the random guessing
(25%). The multilingual model ChatGPT achieves
a slightly lower accuracy of 36.9%, compared to
ChatGLM2, yet it maintains relatively consistent
performance in terms of standard deviation.
Regarding specific tasks, we have several find-
ings: (1) BLOOMZ exhibits exceptional perfor-
mance in couplet prediction (T5), achieving an
accuracy of 60.2%. This accuracy is nearly dou-
ble that of most other models, possibly due to
BLOOMZ’s training set, XxP3, having overlaps with
our data source. Similar, ChatGLM2 may have
been exposed to the original texts used for sen-
tence segmentation (T4) and poetry appreciation
(T9), which explains its proficient performance in
these tasks. (2) All models face challenges in the
homographic character resolution (T2), with per-
formance close to random guessing. This issue
likely arises because the auto-regressive training
objective does not emphasize understanding of ho-
mographic concepts. (3) Reading comprehension
(T8) poses a considerable challenge for all mod-
els due to the extreme long length of the ques-
tion (nearly 1,000 tokens on average). Specifically,
BLOOMZ, LLaMA, and Baichuan are significantly
affected, exhibiting lower performance on this task
compared to their average across other tasks. This
observation suggests that these models may lack
adequate support for processing very long input.



Lexical Syntactic Semantic

Inference Knowledge

Model Overall
T1 T2 T3 T4 T5 T6 T7 T8 T9 TI0 Ti1 TI2 TI3 TIi4 TI5
ChatGLM2 454 244 348 46.4 39.8 24.6 283 297 427 526 289 50.7 346 438 350 37.4+8.9
ChatGPT 41.8 20.6 41.2 43.0 454 274 39.7 39.6 388 478 293 434 346 338 270 36.9+7.6
BLOOMZ 452 224 356 322 60.2 272 31,5 17.8 262 452 297 441 393 444 290 35.3+10.7
ChatGLM 39.6 194 394 36.6 372 234 30.8 327 30.1 4338 293 36.8 308 40.6 27.0 33.246.6
Falcon 404 288 212 32.6 372 314 369 228 31.1 438 30.5 30.1 303 369 260 32.0+6.0
Baichuan 31.6 264 220 33.0 372 278 303 168 252 382 273 360 370 419 31.0 30.8+6.5
LLaMA 364 222 264 33.0 29.6 29.6 315 188 243 418 245 235 294 294 310 28.8+5.6
MOSS 306 27.6 258 24.0 30.0 25.0 29.8 277 214 30.8 26.5 221 246 225 260 26.3+3.0

Table 1: Zero-shot average accuracy of all models. The overall results are averaged (with standard deviation) over
all tasks. T1: Polysemy resolution, T2: Homographic character resolution, T3: Named entity recognition, T4:
Sentence segmentation, T5: Couplet prediction, T6: Poetry context prediction, T7: Poetry quality estimation, T8:
Reading comprehension, T9: Poetry appreciation, T10: Poetry sentiment analysis, T11: Basic ancient Chinese, T12:
Traditional Chinese culture, T13: Ancient Chinese medical, T14: Ancient Chinese literature, T15: Ancient Chinese

phonetics.

generated collected

50 - |

254

T T T T T T
lexical ~ syntatic semantic inference inference knowledge

ChatGLM2-6B ChatGPT

Figure 2: The performance of ChatGPT and ChatGLM?2
on ACLUE of different categories.

Based on data origin, we divide the tasks into
two categories: auto-generated and manually col-
lected. In Figure 2, we compare the performance
of ChatGPT and ChatGLM?2, the best multilingual
and Chinese models, respectively. We find that
while ChatGLM?2 exhibits superior overall perfor-
mance on ACLUE, its dominance only observed
in the auto-generated syntactic tasks and collected
knowledge categories. More comparison results
are provided in Appendix B.

In terms of data quality and reliability, auto-
generated questions within ACLUE were slightly
less intricate than collected questions, but the dif-
ference was not significant. This suggests that the
auto-generated questions hold reasonable potential
for effectively evaluating models’ grasp of ancient
Chinese language.

4 Related Work

A lot of research has been conducted on various
aspects of ancient Chinese language processing,
encompassing topics such as ancient Chinese to
modern Chinese translation (Liu et al., 2020), Chi-
nese couplets generation (Yan et al., 2016; Yuan

et al., 2019; Qu et al., 2022), Classic Chinese poem
generation (Yi et al., 2017; Yang et al., 2018; Guo
et al., 2019; Xie et al., 2019; Zhao et al., 2022; Ma
et al., 2023), and ancient Chinese sentence segmen-
tation (Han et al., 2018; Hu et al., 2021), as well
as general language model pre-training (Tian et al.,
2021). However, many of these studies focus on
specific types or literary formats that were popular
during specific time periods.

Recently, large language models have demon-
strated remarkable language understanding and
generation capabilities (Brown et al., 2020; Scao
et al., 2022; Almazrouei et al., 2023). Researchers
have began to evaluate these LLMs based on their
performance across a wide range of tasks (Touvron
et al., 2023; Muennighoff et al., 2022; OpenAl,
2023). However, the absence of a comprehensive
evaluation benchmark poses a challenge in assess-
ing the performance of LLMs in ancient language
understanding. Existing ancient Chinese evalua-
tion datasets either have a narrow focus on specific
tasks, limiting the scope of evaluation, or require
model fine-tuning prior to evaluation. In contrast,
ACLUE provides a natural support for evaluation
under zero-shot and in-context learning settings,
making it more compatible with LLMs.

5 Conclusion

We propose ACLUE, the first evaluation bench-
mark for ancient Chinese language understand-
ing. Our preliminary evaluation of 8 large lan-
guage models reveals that, despite their exceptional
performance in modern language understanding,
they struggle with even basic tasks in ancient Chi-
nese. Through analysis, we illustrate that the auto-
generated questions possess similar difficulty levels
to those found in actual school tests.

83



References

Ebtesam Almazrouei, Hamza Alobeidli, Abdulaziz Al-
shamsi, Alessandro Cappelli, Ruxandra Cojocaru,
Merouane Debbah, Etienne Goffinet, Daniel Hes-
low, Julien Launay, Quentin Malartic, Badreddine
Noune, Baptiste Pannier, and Guilherme Penedo.
2023. Falcon-40B: an open large language model
with state-of-the-art performance.

Alexandre Bouchard-Coté, David Hall, Thomas L. Grif-
fiths, and Dan Klein. 2013. Automated reconstruc-
tion of ancient languages using probabilistic mod-
els of sound change. Proc. Natl. Acad. Sci. USA,
110(11):4224-4229.

Tom B. Brown, Benjamin Mann, Nick Ryder, et al. 2020.
Language models are few-shot learners. In Advances
in Neural Information Processing Systems 33: An-
nual Conference on Neural Information Processing
Systems 2020, NeurlPS 2020, December 6-12, 2020,
virtual.

Peter Clark, Isaac Cowhey, Oren Etzioni, Tushar Khot,
Ashish Sabharwal, Carissa Schoenick, and Oyvind
Tafjord. 2018. Think you have solved question an-
swering? try arc, the AI2 reasoning challenge. CoRR,
abs/1803.05457.

Zhengxiao Du, Yujie Qian, Xiao Liu, Ming Ding,
Jiezhong Qiu, Zhilin Yang, and Jie Tang. 2022. Glm:
General language model pretraining with autoregres-
sive blank infilling. In Proceedings of the 60th An-
nual Meeting of the Association for Computational
Linguistics (Volume 1: Long Papers), pages 320-335.

Zhipeng Guo, Xiaoyuan Yi, Maosong Sun, Wenhao Li,
Cheng Yang, Jiannan Liang, Huimin Chen, Yuhui
Zhang, and Ruoyu Li. 2019. Jiuge: A human-
machine collaborative chinese classical poetry gen-
eration system. In Proceedings of the 57th Confer-
ence of the Association for Computational Linguis-
tics, ACL 2019, Florence, Italy, July 28 - August
2, 2019, Volume 3: System Demonstrations, pages
25-30. Association for Computational Linguistics.

Xu Han, Hongsu Wang, Sangian Zhang, Qunchao Fu,
and Jun S. Liu. 2018. Sentence segmentation for clas-
sical chinese based on LSTM with radical embedding.
CoRR, abs/1810.03479.

Dan Hendrycks, Collin Burns, Steven Basart, Andy
Zou, Mantas Mazeika, Dawn Song, and Jacob Stein-
hardt. 2021. Measuring massive multitask language
understanding. In 9th International Conference on
Learning Representations, ICLR 2021, Virtual Event,
Austria, May 3-7, 2021. OpenReview.net.

Renfen Hu, Shen Li, and Yuchen Zhu. 2021. Knowl-
edge representation and sentence segmentation of an-
cient chinese based on deep language models. Jour-
nal of Chinese Information Processing, 35(4):8-15.

Haonan Li, Yixuan Zhang, Fajri Koto, Yifei Yang, Hai
Zhao, Yeyun Gong, Nan Duan, and Timothy Bald-
win. 2023. Cmmlu: Measuring massive multitask
language understanding in chinese.

84

Dayiheng Liu, Kexin Yang, Qian Qu, and Jiancheng
Lv. 2020. Ancient-modern chinese translation with a
new large training dataset. ACM Trans. Asian Low
Resour. Lang. Inf. Process., 19(1):6:1-6:13.

Jingkun Ma, Runzhe Zhan, and Derek F. Wong. 2023.
Yu sheng: Human-in-loop classical chinese poetry
generation system. In Proceedings of the 17th Con-
ference of the European Chapter of the Association
for Computational Linguistics. EACL 2023 - System
Demonstrations, Dubrovnik, Croatia, May 2-4, 2023,
pages 57-66. Association for Computational Linguis-
tics.

Niklas Muennighoff, Thomas Wang, Lintang Sutawika,
Adam Roberts, Stella Biderman, Teven Le Scao,
M. Saiful Bari, Sheng Shen, Zheng Xin Yong, Hai-
ley Schoelkopf, Xiangru Tang, Dragomir Radev,
Alham Fikri Aji, Khalid Almubarak, Samuel Al-
banie, Zaid Alyafeai, Albert Webson, Edward
Raff, and Colin Raffel. 2022. Crosslingual gen-
eralization through multitask finetuning. CoRR,
abs/2211.01786.

OpenAl. 2023. Gpt-4 technical report.
OpenLMLab. 2023. Moss.

Guilherme Penedo, Quentin Malartic, Daniel Hesslow,
Ruxandra Cojocaru, Alessandro Cappelli, Hamza
Alobeidli, Baptiste Pannier, Ebtesam Almazrouei,
and Julien Launay. 2023. The RefinedWeb dataset
for Falcon LLM: outperforming curated corpora
with web data, and web data only. arXiv preprint
arXiv:2306.01116.

Qian Qu, Jiancheng Lv, Dayiheng Liu, and Kexin Yang.
2022. Coupgan: Chinese couplet generation via
encoder-decoder model and adversarial training un-
der global control. Soft Comput., 26(15):7423-7433.

Teven Le Scao, Angela Fan, Christopher Akiki, Ellie
Pavlick, Suzana Ilic, et al. 2022. BLOOM: A 176b-

parameter open-access multilingual language model.
CoRR, abs/2211.05100.

Yizhan Shao, Tong Shao, Minghao Wang, Peng Wang,
and Jie Gao. 2021. A sentiment and style control-
lable approach for chinese poetry generation. In
CIKM ’21: The 30th ACM International Conference
on Information and Knowledge Management, Virtual
Event, Queensland, Australia, November 1 - 5, 2021,
pages 4784-4788. ACM.

Lei Shu, Yiluan Guo, Huiping Wang, Xuetao Zhang,
and Renfen Hu. 2021. 7 POE A UAREIERZER)
ey I . F i 5% (the construction and application
of Ancient Chinese corpus with word sense annota-
tion). In Proceedings of the 20th Chinese National
Conference on Computational Linguistics, pages 549—
563, Huhhot, China. Chinese Information Processing
Society of China.

Huishuang Tian, Kexin Yang, Dayiheng Liu, and
Jiancheng Lv. 2021. Anchibert: A pre-trained model



for ancient chinese language understanding and gen-
eration. In International Joint Conference on Neural
Networks, IICNN 2021, Shenzhen, China, July 18-22,
2021, pages 1-8. IEEE.

Hugo Touvron, Thibaut Lavril, Gautier Izacard, Xavier
Martinet, Marie-Anne Lachaux, Timothée Lacroix,
Baptiste Roziere, Naman Goyal, Eric Hambro, Faisal
Azhar, Aurelien Rodriguez, Armand Joulin, Edouard
Grave, and Guillaume Lample. 2023. Llama: Open
and efficient foundation language models. arXiv
preprint arXiv:2302.13971.

Roger D Woodard. 2008. The ancient languages of
Europe. Cambridge University Press.

Zhuohan Xie, Jey Han Lau, and Trevor Cohn. 2019.
From shakespeare to li-bai: Adapting a sonnet model
to chinese poetry. In Proceedings of the The 17th
Annual Workshop of the Australasian Language Tech-
nology Association, ALTA 2019, Sydney, Australia,
December 4-6, 2019, pages 10-18. Australasian Lan-
guage Technology Association.

Rui Yan, Cheng-Te Li, Xiaohua Hu, and Ming Zhang.
2016. Chinese couplet generation with neural net-
work structures. In Proceedings of the 54th Annual
Meeting of the Association for Computational Lin-
guistics, ACL 2016, August 7-12, 2016, Berlin, Ger-
many, Volume 1: Long Papers. The Association for
Computer Linguistics.

Cheng Yang, Maosong Sun, Xiaoyuan Yi, and Wen-
hao Li. 2018. Stylistic chinese poetry generation
via unsupervised style disentanglement. In Proceed-
ings of the 2018 Conference on Empirical Methods
in Natural Language Processing, Brussels, Belgium,
October 31 - November 4, 2018, pages 3960-3969.
Association for Computational Linguistics.

Xiaoyuan Yi, Ruoyu Li, and Maosong Sun. 2017. Gen-
erating chinese classical poems with RNN encoder-
decoder. In Chinese Computational Linguistics and
Natural Language Processing Based on Naturally
Annotated Big Data - 16th China National Confer-
ence, CCL 2017, - and - 5th International Symposium,
NLP-NABD 2017, Nanjing, China, October 13-15,
2017, Proceedings, volume 10565 of Lecture Notes
in Computer Science, pages 211-223. Springer.

Xiaoyuan Yi, Maosong Sun, Ruoyu Li, and Wenhao Li.
2018. Automatic poetry generation with mutual rein-
forcement learning. In Proceedings of the 2018 Con-
ference on Empirical Methods in Natural Language
Processing, pages 3143-3153, Brussels, Belgium.

Shengqgiong Yuan, Luo Zhong, Lin Li, and Rui Zhang.
2019. Automatic generation of chinese couplets
with attention based encoder-decoder model. In 2nd
IEEE Conference on Multimedia Information Pro-
cessing and Retrieval, MIPR 2019, San Jose, CA,
USA, March 28-30, 2019, pages 65-70. IEEE.

Aohan Zeng, Xiao Liu, Zhengxiao Du, Zihan Wang,
Hanyu Lai, Ming Ding, Zhuoyi Yang, Yifan Xu,

85

Wendi Zheng, Xiao Xia, Weng Lam Tam, Zixuan Ma,
Yufei Xue, Jidong Zhai, Wenguang Chen, Zhiyuan
Liu, Peng Zhang, Yuxiao Dong, and Jie Tang. 2023.
GLM-130b: An open bilingual pre-trained model. In
The Eleventh International Conference on Learning
Representations.

Jiaqi Zhao, Ting Bai, Yuting Wei, and Bin Wu. 2022.
Poetrybert: Pre-training with sememe knowledge for
classical chinese poetry. In Data Mining and Big
Data - 7th International Conference, DMBD 2022,
Beijing, China, November 21-24, 2022, Proceed-
ings, Part II, volume 1745 of Communications in
Computer and Information Science, pages 369-384.
Springer.

Bao Zhiming. 1990. Language and world view in an-
cient china. Philosophy East and West, 40(2):195—
219.

Wanjun Zhong, Ruixiang Cui, Yiduo Guo, Yaobo Liang,
Shuai Lu, Yanlin Wang, Amin Saied, Weizhu Chen,
and Nan Duan. 2023. Agieval: A human-centric
benchmark for evaluating foundation models. CoRR,
abs/2304.06364.

A Data details

The Table 2 listed the Chinese, category, and origin
of the tasks in ACLUE, and the Table 3 provides
examples for each task.

B Further analysis

The performance comparison of all LLMs on dif-
ferent data origins is illustrated in Figure 3. Eval-
uating the LLMs’ performance on auto-generated
questions versus manually collected questions in
ACLUE, we found that while the generated ques-
tions were less intricate than the collected ones, the
difference was not significant. This indicates a com-
parable level of difficulty between the two types of
questions. Among all the models, only ChatGLM2
demonstrated better performance on collected ques-
tions compared to auto-generated questions, which
may indicate exposure to the original question texts
used in ACLUE.

C Models being Evaluated

BLOOMZ is derived from BLOOM through
fine-tuning on a crosslingual task mixture
(xP3), which is an instruction-following dataset.
BLOOMZ exhibits competitive performance with
models that have a larger number of parameters
across various non-generation tasks.



Task Total Q.  Avg. len Task (zh) Category Origin

Named entity recognition 500 138 T POE 4 ARG lexical generated
Polysemy resolution 500 116 T REFEL U lexical generated
Homographic character resolution 500 137 WRFE lexical generated
Sentence segmentation 500 210 EpiEE) syntatic generated
Couplet prediction 500 62 pap bl semantic  generated
Poetry context prediction 500 77 HREA BN AT semantic  generated
Poetry sentiment analysis 500 60 WA R inference  generated
Poem quality estimation 406 118 R TR A inference  generated
Ancient Chinese medical 211 38 B knowledge  collected
Ancient Chinese literature 160 44 HRICEENR knowledge  collected
Traditional Chinese culture 136 59 2R knowledge  collected
Poetry appreciation 103 258 T IRE ] B A inference  collected
Basic ancient Chinese 249 52 EMEPGEMIA knowledge  collected
Reading comprehension 101 982 Epapssiils inference  collected
Ancient Chinese phonetics 101 50 HE knowledge  collected

Table 2: ACLUE task overview. We list the total number of questions (Total Q.), average question length counted in
Chinese characters (Avg. len), task names in Chinese, task type, and data origin type.

Baichuan-7b is an open-source large-scale pre-
trained model developed by Baichuan Intelligence.
Built on the Transformer architecture, it adopts
the same model design as LLaMA. This 7-billion-
parameter model was trained on approximately 1.2
trillion tokens using proprietary Chinese-English
bilingual corpora, with optimization focused on
Chinese.

ChatGLM-6B is bidirectional dense model pre-
trained using the General Language Model (GLM)
algorithm developed by Tsinghua University. It
supports bilingual (Chinese and English) language
processing. ChatGLM is a version of GLM that
has been supplemented with supervised fine-tuning,
feedback bootstrap, and reinforcement learning
with human feedback, specifically optimized for
Chinese question answering (QA) and dialogue
tasks.

ChatGLM2-6B is the second generation of Chat-
GLM. It uses the hybrid objective function of GLM,
and has undergone pre-training with 1.4T bilingual
tokens and human preference alignment training. It
offers enhanced performance and an expanded con-
text length of 32K. With efficient inference using
Multi-Query Attention technology, it achieves effi-
cient inference with higher speed and lower mem-
ory usage.

ChatGPT is a GPT model developed by OpenAl
and fine-tuned using reinforcement learning from
human feedback (RLHF). As a commercial prod-
uct, specific details about its model size, training
data, and training process are not disclosed.

86

generated collected
MOSS-SFT-16B 3
LLaMA-65B -
Baichuan-7B -
Falcon-40B 1
ChatGLM-6B 1
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Figure 3: The performance comparison of LLMs on
ACLUE across different data origins.

LLaMA-65B is an auto-regressive language
model proposed by Meta. It incorporates sev-
eral structural improvements over the vanilla trans-
former and is trained on a mixture of publicly avail-
able data sources. LLaMA has demonstrated com-
parable or even superior performance to models
that are ten times its size.

Falcon-40B is a decoder-only model created by
TII and trained on 1,000B tokens of RefinedWeb
(Penedo et al., 2023) data. Due to the high quality
of its training data, Falcon-40B performs competi-
tively with LLaMA-65B on various benchmarks.

MOSS is an open-source Chinese language
model proposed by Fudan University. It matches
ChatGPT in terms of training scale and alignment
techniques. MOSS-SFT is initialized with Code-
Gen and further pre-trained on 100B Chinese to-
kens and 20B English tokens. The SFT (super-
vised fine-tuned) version of MOSS-SFT enables
the model to follow instructions in multi-turn dia-
logues.



ID Task Example
T1 LES 2 IR e Fr LA, TSRS AT AR o X EE Ko IR IR A ()
Polysemy resolution A EHA BHHTHE— KF CckK,TFK  D.KK HE
T2 JHERT BTG [P )AL T B R T R ()
Homographic character resolution  A. & OV &Rk, WIFFEFA[LIIF) - B. BB, TEERER
C.[ZL FHiHbESEN, SRR - D. PrEmLABEEk, A RIEIMERIZL -
T3 4 AR A TRHEI A R #BH R T HZ ()
Named entity recognition A RN HEL . AFE- B. 2 E3ERPHIZE -
C.SHIH[MHIR, MEfEs. D. BRAZEKFH], MEE&ELSF -
T4 ) PAF e T ) TER R ()
Sentence segmentation A LB R IR & S TE R KR
B. HAD/EIF/H R E RIS R IR KB T
C. HIL/E/ZRER T BB & SRR T KM 7
D. %ACEZRERZHE HEL R R R R R K
TS PO “REWE, SENAIRF R T B ATRER()
Couplet prediction A EHGHESE, S S B. HEBR, FRELEEMR .
C. ZEWFE, 7 AL - D EERT, RHRrRE -
T6 gz ol o S b “FIRRAERH, (R —8T . "R E—aE0)
Poetry context prediction AVTHERE(EFER, WAL - B. XA T, BHEEAEE-
C. 1GHEEES I, BCIESR M - D. TH&MZ, ILIFEILERE -
T7 R BT Al NE A SRR R ERE()
Poem quality estimation A. BATMER RIE BRI LIEE Rk E 14 2o F
B.E 5t R AR AR L B 1 AR N PR i s i Bl B SR
C.ANE LRI R TR Z BRI R P
D.4 H 3L R RGN 37 B RANAIT AR TR
T8 Ep sl IR EICE KN HFRERI T, TR ERRI— T2 ()
Reading comprehension Woi, FoCiE, BREFFHE A, EARMZ MM . i, ERME, .. . BREH: “iiF—
FEARY - HERKERR. (e (RBIEETX) 0 BlE0 - [F] EE.
WEGE, MFARER -
A B DTRVERRER, /N Bsd A MEE  Hr)dnd s, ArHERE; /S5
FHEARIG K IETR S
B. W UK FTAZEAE, AIRERALEE M BRI BRE RSS2, WREIZEIR
2 FEETE
C. W DTAEH ZN0, /NGEH BRI LA &, M &, SORE AR, 25,
ZESF RS R G R -
D. BREMIE, Wol—OsFie, WEERE, S, SARE . MiRmtE. FET4
KHALAl ) LTz
T9 AR B TIRXE BT, NIERFR—TUZ()
Poetry appreciation (HEAIE) Ffile - WL ARCH R, WO EF 2R . KIHER T, BRI
I BN OLEF, RERAE—IE. WEEHRTIHR, ML TI -
A EAIL ZFRE AR, AN, ZIFK, T LK AR eE
B. HAM S LA, SRS, IR, SIS ERAE, AL .
C. WHEHE OHFHSESHIRTT (CMAFID) 5 DAESE R A OB 1L -
D. AFHIZEKE &, BEER, SIEHEY, MESITHRERE, KAEW -
TI0  FFAER 2 TR E B AT IR TOAR M _E SETE B IR e B TR TR T B B A R ()
Poetry sentiment analysis A. B B.WHRET  C.HERY D EEHIMT
Til  E2EFR AR, IS BT E TR T I AIE AR ()
Basic ancient Chinese A FHTE, MkETE- B. EARRH, NKIE -
C. A, (RARE - D. = RIT RN
T2  HPGEHNA THEF, EENEEN—AZ()
Traditional Chinese culture A RIFIZH? B. HXIMZ - C. AT, TERE - D. #5, Wz H
TI3 BE&HX PITRER () Z4h, BRIz L.
Ancient Chinese medical A B B. & C. D. #
Ti4  HASCFEEA HE (FE) Ry @ emgiE, RS5O BT B2 ()
Ancient Chinese literature A, BEERLP RG4S - B. HEKZTER R
C. “&H Z I E R KRS - D. Wi P R & HRAETE -
T15 e IR RAE A W%

Ancient Chinese phonetics

AR (BBYE SF)
% (RETA %)

SERITT& DPNERNRERO)
B (BFEFA =44
DI (REEPE=%4)

Table 3: ACLUE tasks examples.
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Abstract

This ongoing study explores emotion recog-
nition in Latin texts, specifically focusing on
Latin comedies. Leveraging Natural Language
Processing and classical philology insights, the
project navigates the challenges of Latin’s in-
tricate grammar and nuanced emotional expres-
sion. Despite initial challenges with lexicon
translation and emotional alignment, the work
provides a foundation for a more comprehen-
sive analysis of emotions in Latin literature.

1 Introduction

Emotion recognition in text, extensively applied to
modern languages, has scarcely targeted classical
languages like Latin, despite its rich historical and
cultural data [Alswaidan and Menai, 2020, Gat-
ley, 2023, Korolova et al., 2019]. Recognizing
emotions in Latin texts could illuminate classical
literature, historical documents, and the evolution
of emotional expression.

Latin’s intricate grammar, extensive vocabulary,
and ancient emotional nuances present unique chal-
lenges, requiring sophisticated NLP techniques and
cultural understanding [Buzassyova, 2016, Gruber-
Miller and Mulligan, 2022]. The limited availabil-
ity of large, annotated Latin corpora further com-
plicates traditional machine learning applications
[Strapparava and Mihalcea, 2008].

This paper addresses these hurdles and explores
emotion recognition in Latin texts. We propose
a novel method combining NLP techniques and
classical philology, extending emotion recognition
techniques to Latin language analysis [Pang and
Lee, 2008].

2 State-of-the-Art

Remarkable strides have been made in computa-
tional linguistics and Latin language analysis, in-
cluding lexicon development [Passarotti, 2016],
Medieval Latin Charters annotation [Passarotti,
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2019a], Lemlat enhancements [Passarotti, 2019b],
and Index Thomisticus Treebank adaptation [Pas-
sarotti, 2019c]. However, emotion recognition in
classical languages remains relatively untouched.

Essential contributions include Sprugnoli et al.
[2020a]’s work on Latin sentiment lexicons and
sentiment analysis in Latin poetry [Sprugnoli et al.,
2020b]. Studies on other classical languages, like
Greek, also offer valuable insights [Yeruva et al.,
2020, Pavlopoulos et al., 2022].

Even with these developments, the complexity of
Latin’s grammar and emotion portrayal makes this
a challenging, yet fertile field. A blend of advanced
Natural Language Processing (NLP) techniques
and a robust understanding of the language’s her-
itage are key to unlocking this potential, promising
more profound insights into emotion recognition
in classical languages.

3 Methodology

3.1 Research Design

The research design for this study commences with
a quantitative phase, employing NLP techniques
such as tokenization and lemmatization, in con-
junction with a lexicon-based approach for emo-
tion recognition. It is worth noting that our dis-
course analysis deviates from conventional norms
by adopting a character-based perspective, facil-
itating the exploration of play dynamics through
emotional trajectories Vandersmissen [2019]. In
alignment with this perspective, we segment and
index the texts according to speaker metadata, thus
facilitating an individualized character analysis.
After the quantitative phase, we integrate a qual-
itative analysis, studying selected Latin texts to
understand language and emotion, and devising
an emotion coding scheme based on study princi-
ples. We then merge quantitative and qualitative
results, comparing computational and manual anal-
yses. These findings address the research questions,
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deepening our understanding of the issue. This ap-
proach sets the foundation for our larger project:
developing an emotion lexicon for Latin studies,
reducing modern language bias to ensure authentic
emotional data extraction.

3.2 Data Collection

The data for this study was collected from the
Perseus Digital Library!. Our attention centers
on investigating the genre of Latin comedy, with a
specific emphasis on Plautus and Terentius’s works.
These plays were designated for observation ow-
ing to their applicability and donations to the Latin
comedy genre and to their relative completeness
(indeed most comic plays have been lost or are
known by fragments).

The digitization of these texts was already com-
pleted by the Perseus Digital Library [Smith et al.,
2000], which has undertaken extensive efforts to
digitize and preserve classical texts. The data col-
lection process involved downloading the relevant
files from the GitHub repository and processing
them using a Python script. This script extracts the
text content from the XML files, along with the as-
sociated metadata. The extracted data is then saved
in a structured format (CSV) for further analysis.

3.3 Emotion detection on Latin comedies

This ongoing, exploratory project is centered on the
investigation of Latin comedy through the applica-
tion of emotion recognition theory and technology,
a realm that promises significant insight into narra-
tive structures and character developments within
the genre. Comedy offers a structured medium
to analyze the emotional nuances in speeches and
compare them with the genre’s inherent traits and
expectations. Our analysis is directed towards a
selected corpus of 26 extant works by the influ-
ential Roman playwrights Plautus and Terentius,
utilizing advanced computational tools to discern
a spectrum of emotions—specifically anger, antic-
ipation, disgust, fear, joy, sadness, surprise, and
trust—embedded in these texts.

The research methodology unfolds in three
stages: (1) the integration and expansion of lex-
ical databases, (2) the construction of a lemmatized
lexicon utilizing resources from the National Re-
search Council Canada (NRC) for Latin?, and (3)

'"The dataset is available at
https://github.com/PerseusDL
*https://saifmohammad.com/WebPages/NRC-Emotion-

Lexicon.htm

freely

&9

meticulously dissecting and interpreting a Latin
corpus, which has been subdivided based on speak-
ers’ speeches. We implement lemmatization to in-
tegrate and enrich the Latin lexicon, reducing word
variations to their fundamental form or lemma. It
is noteworthy that the lemma detection rate in both
stages is approximately 15%, a figure that doubles
when excluding lexicon with no emotional conno-
tations.

After the lemmatization stage, the Latin corpus,
comprising XML files each representing a Latin lit-
erary work, is extracted and parsed. Post-extraction,
the speeches are evaluated for emotional content
using the prepared NRCLex instance?.

Contrary to the assumption that comedic works
primarily harbor positive emotions, our preliminary
findings reveal a varied emotional terrain, highlight-
ing the complexity within comedic plays. Corre-
lations are observed between specific emotional
expressions and character archetypes. However,
inherent limitations in the lexicon applied, such
as automatic English to Latin translation, align-
ment of emotions with lemmas based on contem-
porary English perspectives, and authenticity of
employed lemmas, warrant caution. These aspects
may engender potential misinterpretations of an-
cient emotions [Rosenwein, 2010, Konstan, 2016],
along with lexical discrepancies, hindering word
recognition in the lemmatized corpus, as exempli-
fied by the non-recognition of the verb metuo (to
fear).

Despite these limitations, the project provides a
roadmap for future exploration in this growing field.
Efforts are directed towards refining the lexicon
and methodology to enhance the assessment of
the emotional spectrum within Latin comedy 4,
and to advance the broader objective of creating
a Latin-specific emotion lexicon, thus enhancing
data authenticity and minimizing modern language
biases.

3.4 Qualitative evaluation of emotion
recognition

The computational analysis has yielded substan-
tial insights regarding the emotional strategies em-
ployed by Plautus and Terentius to captivate their
audiences. It validates the pronounced prevalence
of joy, thereby affirming the comedic essence of
the genre. Furthermore, a notable correlation exists

3GitHub repository available here:

https://github.com/CarolineRichard/ENCODEM. git



between the emotion displayed and the character
archetypes, suggesting that Plautus meticulously
crafted character personalities and roles to evoke
specific emotional responses from his audience.
This endeavor has thus substantially broadened our
comprehension of the intricate interplay between
emotion and language within Roman New Comedy.
Initial examinations reveal that comedies adhere to
certain core emotional motifs, with surprise emerg-
ing as the most predominantly depicted and univer-
sally shared sentiment. This finding aligns with the
inherent narrative logic of comedies, wherein the
plot revolves around unforeseen twists, deceptive
maneuvers, and mistaken identities. Emotions such
as anger and fear also figure prominently in the
narrative landscape. Certain characters appear to
be consistently characterized by these dual emo-
tions, such that one is seldom portrayed without
the other. This pattern is discernible in characters
like Simon from Andria or Antiphon from Stichus.
The characters embodying these paired emotions
often assume pivotal roles in the narrative, such as
the adulescens (young man) or the senex (old man)
as shown in Figure 4 in the Appendix.

The intricate interplay between the dual roles in
the drama manifests itself through the core dynamic
tension between fear and anger.

From an emotional perspective, characters can
be dichotomized into two groups:

* those who experience a broad emotional spec-
trum.

* others who are defined by single or dual pre-
dominating emotions.

The bifurcation of emotional responses can be
attributed to the alignment of specific characters
with particular emotional types. For instance, as
shown in Figure 3 in the Appendix, a majority
of the slaves typically display a limited array of
emotions, commonly fear, anger, or joy.

In a similar vein, the parasitus character is pri-
marily associated with emotions of anger or fear,
with a scant expression of other emotions. Stereo-
typical emotions in comedy may hint at social rep-
resentation trends. A character’s social status might
correlate with the type and complexity of emotions
they express. However, even within this frame-
work, emotional responses exhibit significant vari-
ations within the same character archetype. For
instance, within the demographic of elderly men,
certain characters are solely associated with fear
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and anger, whereas others predominantly display
surprise. This pattern is accentuated by the char-
acter discrepancies between the pater lenis (gen-
tle father) and the pater durus (harsh father), as
observed in the Heautontimoroumenos (refer to
Lhostis [2019] and Figure 2 in the Appendix for
further details).

Across various plays, there is a discernible con-
sistency in the characterization: characters pre-
dominantly characterized by anger and fear; those
largely exhibiting surprise, and others manifesting
a diverse emotional range. Within this last group,
joy tends to be the most prevalent emotion. For
example, the narrative of the Mostellaria revolves
around two young men primarily associated with
anger and fear, while the characters of Father Teu-
ropides and Philematia the freed courtesan is dom-
inated by surprise (See Figure 1 in the Appendix).
Other characters display a blend of emotions.

The emotional distribution among characters
does not necessarily correspond to their degree of
involvement in the narrative arc. For example, in
Mostellaria, despite the central role of the charac-
ter Trianon, his emotional display is subdued and
not polarized. However, this appears more aligned
with a distribution based on the characters’ roles
within the dramatic schema: characters in conflict
tend to display polarised emotions, whereas sup-
porting or ancillary characters exhibit a more var-
ied, non-polarised emotional range. This pattern is
discernible in plays such as Stichus, Poenulus and
Mostellaria, among others.

Quantitative research underscores recurring pat-
terns in the dramatic construction of comedy and
stock characters, specifically in the works of Plau-
tus and Terentius, which deftly employ complex
emotion networks to enhance the dynamicity of
their plays. Unexpectedly, each play exhibits a
unique global emotion network thereby suggest-
ing that each play dynamic is distinct, regardless
of their stereotypical characters and plots. This
emotion-centric interaction is integral in shaping
audience reception. The balance struck between
standard emotional archetypes, such as the pater
durus’ anger, and an innovative emotional dynamic
indicates the nuanced comical effects.

Traditional analysis, which emphasizes plot pro-
gression and dramatic dynamics, may overlook
these emotional nuances. Therefore, this study
advocates an alternate perspective that emphasizes
the emotional interaction between characters.



4 Future Works

This proposal seeks to build upon our initial analy-
sis of character dialogues, with the objective of de-
veloping an enhanced lexicon, rooted in the founda-
tional NRC-Emolex model. This process includes
meticulous data sanitization and augmentation of
emotional markers. After refining the model, the
next step is to study two plays, comparing man-
ual and automatic emotional annotations, to further
improve emotion recognition.

The indispensable preliminary discourse analy-
sis provides a foundational understanding, vital to
the formulation of a specialized emotion lexicon
for Latin textual studies. By doing so, the proposal
aims to reinforce the efficiency of emotion detec-
tion and bolster the reliability and authenticity of
the extracted emotional data.

The complexity of emotional semiotization ne-
cessitates that we do not solely depend on specific
emotion-related lemmas, given their inherent insta-
bility and context-dependence Micheli [2014].

Utilizing emotional markers derived from a Latin
corpus, along with phraseological characteristics,
will enrich our lexicon via a thematic, rather than
strictly lexical approach. This will enable a more
precise comprehension of emotions, allowing for
an accurate assessment of the emotion network and
a nuanced understanding of emotional representa-
tion.

The proposed project, thus, marks a significant
step towards an exhaustive tool for deep investiga-
tion of emotions within Latin literature. This inno-
vative endeavour is set to amplify our understand-
ing of the emotional dimensions present within
these foundational texts.
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Abstract

Machine translation (MT) of ancient
Chinese texts presents unique challenges
due to the complex grammatical structures,
cultural nuances, and polysemy of the
language. This paper focuses on evaluating
the translation quality of different platforms
for ancient Chinese texts using The
Analects as a case study. The evaluation is
conducted using the BLEU, LMS, and ESS
metrics, and the platforms compared
include three machine translation platforms
(Baidu  Translate, Bing  Microsoft
Translator, and DeepL), and one language
generation model ChatGPT that can engage
in translation endeavors. Results show that
Baidu performs the best, surpassing the
other platforms in all three metrics, while
ChatGPT ranks second and demonstrates
unique advantages. The translations
generated by ChatGPT are deemed highly
valuable as references. The study
contributes to understanding the challenges
of MT for ancient Chinese texts and
provides insights for users and researchers
in this field. It also highlights the
importance of considering specific domain
requirements when evaluating MT systems.

1 Introduction

Machine translation (MT) has been a prominent
area of research and development in artificial
intelligence since the 1950s. Over the years, it has
undergone significant advancements, evolving
from rule-based methods, statistical methods, and
more recently, neural network-based learning
methods. As the quality of MT continues to
improve and the demand for translation work
steadily increases, more and more translators are
adopting the “machine translation + post-editing”
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mode for translation. At the same time, the quality
of MT has been a subject of great interest and
concern for both the MT and translation fields.
Researchers, imstitutions, and conferences are
continuously conducting studies in this area, and
various evaluation metrics for MT have been
proposed.

There have also been studies on MT of ancient
texts. Some researchers have made algorithmic
improvements specifically tailored for translating
ancient texts (Gutherz et al. 2023; Park et al. 2020;
Zhang et al. 2019; Zhou & Liu 2022). Researchers
have also conducted evaluations of the quality of
MT for ancient texts (Yao et al. 2013; Yang et al.
2021; Yousef et al. 2022). However, research on
MT for ancient texts, including ancient Chinese
texts, remains relatively scarce.

This paper primarily focuses on MT quality of
ancient Chinese texts, and the subsequent
discussions will concentrate on this specific
domain. Compared to modem Chinese, ancient
Chinese has its own unique characteristics. Firstly,
ancient Chinese employs complex and distinctive
grammatical structures, including syntax, word
order, and rhetoric, among other aspects. These
structures differ significantly from modern Chinese.
MT struggles to accurately capture and parse the
intricate grammatical relationships embedded in
ancient Chinese texts. Secondly, ancient Chinese
texts often employ rhetorical devices such as
allusions, symbolism, and metaphors, which
involve rich cultural connotations and backgrounds.
These allusions and cultural nuances are often
challenging for non-Chinese MT systems to
comprehend, leading to translation errors or the
loss of the original essence and aesthetic appeal.
Thirdly, ancient Chinese texts often exhibit
polysemy and ambiguity, where a single word or
phrase may have multiple interpretations and
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meanings. MT systems find it challenging to
accurately select and judge among these complex
semantic  relationships, often leading to
mistranslations or inaccuracies. The
aforementioned characteristics pose significant
challenges for MT of ancient Chinese texts.

This study aims to evaluate the translation
quality of different platforms for ancient Chinese
texts. Through this evaluation, we can gain insights
and understanding in dealing with the complexities
of ancient language and culture, contribute to the
advancement in the field of natural language
processing, and provide a supplement to MT
quality assessment applications. Furthermore,
these evaluation results will help users gain
insights into the performance of different platforms,

allowing them to identify potential issues and
limitations.

2 Experiment design

This study takes the Chinese classic The Analects!
as the research text and compares three classic
human-translated versions and four versions
generated by four platforms. Three MT quality
evaluation metrics are used as evaluation criteria to
assess the translation quality of the four platforms.
For each human-translated text and each machine-
translated text, quality scores are calculated
individually. Then, the mean scores are calculated
for each platform. The scheme is illustrated in
Figure 1.
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In this study, we select The Analects as the sample
ancient Chinese texts and its three translations as
the reference human translations to compare with
MT.

in Chinese ancient philosophy and culture,
regarded as a masterpiece in Chinese literature. Its
impact extends not only within China but also
across the globe, and it has been translated into
multiple  languages, generating  significant
influence worldwide (Li & Li 2013). As a

! The original Chinese title is “i1&” (lunyu), and it has several different English versions. In this paper, apart
from referring to specific translators, we use “The Analects” to refer to the book.
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foundational work of Confucian thought, The
Analects has gamered the largest number of
English translations among classical Chinese texts.

We have compiled the original text of The
Analects into a corpus, consisting of a total of 1,153
sentences.

We have also selected three highly influential
versions of The Analects for our study, translated
respectively by Tomson (5£%%) (Tomson 2011),
James Legge (Legge 2016) and Ezra Pound (Pound
1933). In 1861, James Legge, a missionary from
the London Missionary Society, published the first
English translation of 7he Analects in Hong Kong.
Legge extensively studied the commentaries on
The Analects from previous generations and used
Victorian English in his translation, striving for
faithfulness and comprehensiveness. Initially,
Legge had a less favorable portrayal of Confucius
in his translation. In contrast, Ezra Pound, who
identified himself as a Confucian, aimed to
transform the world through his translation of
Confucian classics (Wang 2004). Pound’s
translation was published in 1951. Despite his
limited proficiency in Chinese, Pound heavily
relied on Legge’s translation as a reference but also
recognized its imperfections, leading him to make
significant modifications in his own translation.
Pound also emphasized linguistic conciseness (Wei
2005). Another noteworthy translation was by
Tomson, published in 1898, which marked the
earliest independent Chinese translation of The
Analects. Tomson had a strong command of
multiple languages, a solid linguistic foundation,
and extensive knowledge. His English translation
of The Analects gained wide recognition in the
Western world. Tomson believed that Legge’s
translation often fell short of accurately or fully
conveying the original meaning. Thus, Tomson’s
translation aimed to elucidate the cultural elements
missing in the Western context, enabling readers to
achieve a more comprehensive understanding
(Meng et al. 2012).

In conclusion, while the translations by these
three individuals are interconnected, they exhibit
distinct characteristics in terms of vocabulary, style,
and expression. As highly influential versions, they
excel in terms of faithfulness, intelligibility, and
elegance in their language. For the aforementioned
reasons, we have selected these three translations

2 ChatGPT-3.5 version is utilized in this study.

as reference translations for the purpose of
comparing and evaluating machine-translated texts.

2.2 Platforms

The platforms selected for this study include:
Baidu Translate (“Baidu” for short), Bing
Microsoft Translator (“Bing” for short), DeepL,
and ChatGPT?2. The former three are dedicated
online MT systems, while the last one is a
conversational generation system based on large-
scale language models.

Given that the source text in our research is in
ancient Chinese, it is essential for us to select at
least one representative MT platforms from China.
Baidu is one of the biggest and most influential MT
platforms in China. According to industry reports
and market data, Baidu consistently ranks first in
terms of usage among Chinese MT platforms?.
Therefore, Baidu has become our top choice as a
MT platform developed in China.

For MT platforms outside of China, we have
chosen Bing and DeepL. Both platforms are widely
recognized and highly regarded for their usage and
performance worldwide. Based on our extensive
translation practice, we have observed that DeepL’s
translations  occasionally exhibit noticeable
differences in vocabulary and even sentence
structure compared to other MT platforms.

ChatGPT is a language generation model that
possesses the capability to comprehend and
produce natural language text, encompassing
translation tasks as well. While its primary utility
lies in dialog and text generation, it can, to a certain
extent, engage in translation endeavors. This
attribute permits viable comparisons with
conventional MT systems under specific
circumstances. Recently, ChatGPT’s performance
in translation tasks has gained increasing attention
and recognition. Although there is currently limited
research on the translation quality of ChatGPT,
some researchers have already drawn the
conclusion that “ChatGPT has already become a
good translator.” (Jiao et al. 2023) Based on our
observation, we have also found that the
translations generated by ChatGPT exhibit
differences from the three M T platforms. It is worth
noting that each generation of translation by
ChatGPT can vary, and the translation can also be
adjusted based on the given prompts. Therefore, to

% Information source: http:/bjx.iimedia.cn/app_rank, last accessed 2023/6/27.



ensure relatively reliable experimental results, we
only select the first-generation translation
produced by ChatGPT without adding any other
prompts than “Translate... into English.”

3 Evaluation metrics

The evaluation metrics adopted in this research
include Bilingual Evaluation Understudy (BLEU)
(Papineni et al. 2002), Levenshtein-distance-based
Morphological Similarity (LMS) and Pretrained-
model-based Embedding Semantic Similarity
(ESS).

3.1BLEU

In 2002, IBM proposed the BLEU metric, which
has become the de facto standard for evaluating
MT quality. This metric is based on the mechanical
morphological evaluation method using n-gram
grammar. In this paper, the BLEU referred to is
BLEU4.

1 o
BLEU=—ZZBLEU i, C
nm ¢ va (ru o)) 1)
j=1i=

For a specific application scenario involving a
machine-translated text collection (C) consisting of
m sentences and the corresponding 7 sets of human
reference translations (R), we evaluate using the

arithmetic mean BLEU, as shown in equation (1),
of the BLEU metric.

3.2LMS

To evaluate the morphological similarity between
sentences, we introduce the LMS metric. This
metric is based on the edit distance proposed by the
Soviet mathematician Vladimir Levenshtein in
1965. The edit distance refers to the minimum
number of editing operations required to transform
one string into another, including substitution,
insertion, and deletion. Let LD(r, ) represent the
edit distance between a human reference
translation () and a machine-translated candidate
(¢). The equation (2) represents the LMS. In the
equation, length (7) represents the length of the
reference translation and length (c) represents the
length of the candidate translation. The LMS value
ranges from 0 to 1, where a higher value indicates

a greater morphological similarity between the
sentences.

LD(r,c)
Max(Len(r), Len(c))

LMS(r,c) =1— (2)

For a specific application scenario involving a
machine-translated text collection (C) consisting of
m sentences and the corresponding 7 sets of human
reference translations (R), we evaluate using the

arithmetic mean LMS, as shown in equation (3), of
the LMS metric. In this experiment, the
getLevenshteinDistance library function from
org.apache.commons.lang3.StringUtils is used.

m

1
S - c 3)
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3.3 ESS

To address the challenge of handling synonymous
and morphologically variant expressions, we
introduce the ESS metric as a semantic similarity
evaluation index. This metric maps the human
reference translation (#) and machine-translated
candidate (c) to embedding vectors in a pre-trained
model (Peters at al. 2018). Specifically, we obtain
the embedding vectors (V) for the reference
translation and (V¢) for the candidate translation.
Then, we calculate the cosine similarity between
vectors Vr and V¢ in the embedding vector space
(Reimers & Gurevych, 2019), representing the
embedding semantic similarity between the
reference and candidate translations as ESS(7; ¢).
According to the definition of this metric, the
embedding semantic similarity values between two
sentences is within [-1, 1]. To further normalize
these values so that ESS(7;, ¢) €[0, 1], we apply a
proportional scaling transformation.

For a specific application scenario involving a
machine-translated text collection (C) consisting of
m sentences and the corresponding 7 sets of human
reference translations (R), we evaluate using the

arithmetic mean ESS, as shown in equation (4), of
the ESS metric. In this study, the all-roberta-large-
v1 pre-trained model* was used.

4 https://huggingface.co/sentence-transformers/all-roberta-large-v1
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4 Experiment results and analysis

First, we compare each human-translated text with
each machine-translated text respectively under the

three metrics BLEU, LMS and ESS, and the results
are shown in Table 1. The highest value obtained
when comparing the texts from different platforms
to the same human translator is highlighted in bold.
We can see that, except for one LMS value from
DeepL, all the other highest values belong to Baidu.

Metrics

Platforms Human translators —

BLEU LMS ESS
Tomson 0.1059 0.2857 0.8494
Baidu James Legge 0.4901 0.3731 0.9162
Ezra Pound 0.539 0.5382 0.9516
Tomson 0.0469 0.2987 0.8109
Bing James Legge 0.0251 0.239 0.8468
Ezra Pound 0.0905 0.3868 0.8597
Tomson 0.0621 0.3323 0.8408
DeepL James Legge 0.0356 0.2656 0.8611
Ezra Pound 0.1049 0.3731 0.8321
Tomson 0.0474 0.2996 0.8117
ChatGPT James Legge 0.0253 0.2408 0.8478
Ezra Pound 0.0907 0.3878 0.8606

Table 1. BLEU, LMS and ESS results of human-translated texts and machine-translated texts.

Then, we calculate the mean of the three values
for each platform under each metric, resulting in
the evaluation results for the translation quality of
each platform. The results are shown in Table 2. It
can be observed that Baidu has the best
performance under all the metrics, with the BLEU
value significantly surpassing the other three
platforms.

Platforms BLEU LMS ESS
Baidu 0.3783 0.3990 0.9057
Bing 0.0542 0.3078 0.8391
DeepL 0.0545 0.3091 0.8400
ChatGPT 0.0675 0.3234 0.8446

Table 2. Evaluation results of the four platforms.

In this study, Baidu outperforms other platforms
in translating ancient Chinese texts into English.
Aside from technical architecture and optimized
algorithms, the most possible reason is that Baidu,
as a Chinese company, may have access to a larger
and more diverse dataset of bilingual English-
Chinese texts compared to other platforms,
allowing their models to learn from a wide range of
language patterns and translation examples. This
extensive training data contributes to improving the
accuracy and fluency of it Chinese-English
translations.

5 Other findings: ChatGPT’s
advantages

From Table 2 we can observe that ChatGPT has the
second-best performance in translation, right after
Baidu. Also, we have found that ChatGPT has also
demonstrated exceptional advantages in certain

aspects.
(1) Semantic interpretation
In ancient Chinese, the phenomenon of

polysemy, where a single word has multiple
meanings, is very common. MT must make
accurate judgments regarding the selection of the
intended meaning for such words. These judgments
often rely on the contextual information provided
by the surrounding text. However, when the
context does not provide sufficient information,
MT systems often make errors in determining the
correct meaning. On the other hand, ChatGPT
demonstrates superior performance in the
disambiguation of polysemous words, excelling in
making accurate sense selection judgments even in
cases where context is limited.

Example 1

Source Text (“ST” for short): T 25

Baidu: A gentleman is not a weapon.

100



Bing: A gentleman is not a weapon.

DeepL: A gentleman is not a tool.

ChatGPT: A noble person is not defined by their
possessions or material objects.

In this context, “#%” refers to “utensil.” This

sentence conveys the idea that a noble person (#

) should have a broad and inclusive mindset,
rather than being limited to a specific role or
function like a utensil (#5£). However, Baidu and
Bing mistakenly interpret “#5” as “weapon” (L #F)
and DeepL “tool” (. ).

Example 2

ST: L2 F!

Baidu: Teach women to know!

Bing: The girl knows!

DeepL: Teach your daughter to know!

ChatGPT: Have you learned to understand this?

In ancient Chinese, the character “%” (female)
is often used as a phonetic loan character,
representing the pronoun “J%” (thou). In Example
2, Baidu, Bing, and DeepL do not correctly identify
the true intended meaning of “%z,” while ChatGPT
do. We have found that, in our research, the
translation of all instances of the character “Z(” as
a phonetic loan character in The Analects exhibits
the same pattern across different MT translations.

(2) Fault tolerance

During the process of data compilation, we have
discovered that there were several errors in the
original text (These errors were meticulously
rectified, ensuring the source text’s accuracy prior
to commencing the MT task). When the text with
errors is input into the platforms, Baidu, Bing and
DeepL. generate translations based on the faulty
text. However, ChatGPT often demonstrate the
ability to recognize and identify these errors and
generate translations based on the correct
characters. ChatGPT possesses this capability that
is not present in traditional MT systems.

Example 3

ST: HEZHE, BWRZERAN, RABKH

Baidu: Bangjun’s wife, whom you call Madame,
and whose wife calls herself Rixiaotong...

Bing: The wife of the prince, the prince is called
Mrs. Wang, and the lady calls herself Ri
Xiaotong. ..

DeepL: The wife of the king of the state, the king

called it the wife, the wife called herself the day
child...
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ChatGPT: The wife of the ruler of a state is
called “Madam” by the ruler, and she refers to
herself as “Little Child”...

In Example 3, the underlined character “H”
(pronounced as “77”’, meaning the sun or day) in the
source text should be “F1” (say), and “/NE” that
follows means “little child”. This sentence means
that the madam calls herself “/N#.” Both Baidu
and Bing transliterate this character mistakenly and
DeepL interprets “H” as “day,” while ChatGPT
recognizes this fault.

Example 4

ST: 28 AL DT, MM ACAL L. ...

Baidu: Respectful but impolite leads to labor,
cautious but impolite leads to anthracene...

Bing: If you are respectful and rude, you will
work, if you are cautious and rude, you will be
rude...

DeepL: Respectful but no ritual is labor, prudent
but no ritual is anthracite. ..

ChatGPT: If one is respectful without propriety,
it leads to laboriousness. If one is cautious without
propriety, it leads to timidity...

“H” (anthraquinone) in the original text is a
faulty character which should be “¥” (afraid,
bashful). Both Baidu and DeepL take “J&” directly,
and Bing simply omits it. ChatGPT recognizes the
fault and translates it into “timidity,” which aligns
with the intended meaning of the original text.

6 Conclusion

Based on the evaluation of translation quality of the
Chinese classic The Analects by Baidu, Bing,
DeepL, and ChatGPT using the BLEU, LMS, and
ESS metrics, we have found that among the four
platforms, Baidu, as a MT platform developed in
China, performs the best in handling ancient
Chinese texts. Its scores in all three metrics are
significantly higher than the other three platforms.
ChatGPT, as a general-purpose language model,
ranks second among the four, and has demonstrated
unique advantages, and the translations it produces
are highly valuable as references. It is worth
mentioning that in this study, the translations
generated by ChatGPT were done without any
prompts (except for the one mentioned in 2.2) or
adjustments. We plan to discuss in our future
research the translation quality of ChatGPT by
incorporating prompts for adjusting the translation
of ancient Chinese into English.
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Abstract

The Bavarian Academy of Sciences and Hu-
manities aims to digitize its Medieval Latin
Dictionary. This dictionary entails record cards
referring to lemmas in medieval Latin, a low-
resource language. A crucial step of the digiti-
zation process is the Handwritten Text Recog-
nition (HTR) of the handwritten lemmas found
on these record cards. In our work, we intro-
duce an end-to-end pipeline, tailored to the me-
dieval Latin dictionary, for locating, extract-
ing, and transcribing the lemmas. We employ
two state-of-the-art (SOTA) image segmenta-
tion models to prepare the initial data set for
the HTR task. Furthermore, we experiment
with different transformer-based models and
conduct a set of experiments to explore the ca-
pabilities of different combinations of vision
encoders with a GPT-2 decoder. Additionally,
we also apply extensive data augmentation re-
sulting in a highly competitive model. The best-
performing setup achieved a Character Error
Rate (CER) of 0.015, which is even superior
to the commercial Google Cloud Vision model,
and shows a more stable performance.

1 Introduction

The Medieval Latin Dictionary (MLW)! deals with
Latin texts that were created between 500 and 1280
in the German-speaking region. The foundations
for this project have been developed from 1948 on-
wards and since then, the dictionary has been con-
tinuously published in individual partial editions
since 1959. The basis of the dictionary consists of
50 selected texts that have been fully transcribed
onto DIN-AG6 record cards (cf. Fig. 1) constitut-
ing about 40% of the note material. Later, another
2,500 texts were excerpted and transcribed manu-
ally onto DIN-AG6 record cards, using a typewriter.
In addition, there are so-called "index cards", a
type of record card, that helps to uncover often

'In German: Mittellateinisches Worterbuch (MLW)

: W 1015 - 23

2| PEANGM, Bermw. 1 p. 753,18-26
3| Mox i’caq,\e, ut de sanctio Danlele Tegitur,
inveni illo d\,cuplwn in omni irt\_lng(,rtla

super ¢ evos "1\15 mlrum namque in modu i,
actas Caelesti irradiata lumine, subtili me-
ditatione riors divini soprls:atis fugi
52 nune ccmmml lectlone cum

quas tamen p is
| to perfecte uocubat et 11'101'\1"1 scicntiae in-
| primebat.

36+ 28 %

Figure 1: Record card from the MLW data set.

hundreds of additional references. In total, it is
estimated that 1.3 million reference points have
been recorded for the MLW. These record cards
were sorted alphabetically by the first letter of the
keyword (lemma), and serve as the foundation for
creating a dictionary. Around 200,000 record cards
have been scanned and annotated with their respec-
tive lemma. The accurate extraction and transcrip-
tion of the lemma present a challenge, which is
further compounded by the limited resources avail-
able for medieval Latin.

Our contributions are as follows: (1) We present
a novel end-to-end HTR pipeline specifically de-
signed for detecting and transcribing handwritten
medieval Latin text. Notably, it surpasses com-
mercial applications currently considered SOTA
for related tasks. (2) We train a lemma-detection
model without relying on human-annotated bound-
ing boxes. (3) We conduct extensive experiments
to compare various vision encoders and evaluate
the effectiveness of data augmentation techniques.

2 Related Work

We provide an overview for HTR, which is the
main challenge of this work. For object detection,
which is an intermediate step of this work, we refer
to Zaidi et al. (2021) for a detailed overview.

Connectionist Temporal Classification (CTC)
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(Graves et al., 2006) is a technique in which a
neural network — initially a Recurrent Neural Net-
work (RNN) but other networks might also be used
(Chaudhary and Bali, 2022) — is trained to predict a
matrix of conditional transition probabilities. The
input image, represented as a vector representation
through a Convolutional Neural Network (CNN),
is fed to the network, and for each input (i.e. the ac-
tivation maps of the CNN) the network predicts the
character. CTC, combined with CNNs and RNNss,
often yielded competitive results, such as shown by
Puigcerver (2017) and Bluche and Messina (2017).
Furthermore, approaches applying only CNNs and
CTC also exist (Chaudhary and Bali, 2021, 2022).
Easter2.0 achieved competitive results on IAM
(Marti and Bunke, 2002), a frequently used HTR
data set consisting of English handwritten text.

A recent work that achieved SOTA results on [JAM
is TrOCR (Li et al., 2022), based on the transformer
(Vaswani et al., 2017), consisting of a vision en-
coder and a text decoder. This deviated from previ-
ous approaches where primarily CNNs and RNNs
were used. This development is closely linked to
the emergence of the transformer in the vision do-
main (Dosovitskiy et al., 2021; Bao et al., 2022).
Barrere et al. (2022) introduce another transformer
model also using CTC, with the main difference
to TrOCR being a different embedding technique
for visual features based on a CNN. The results
have also been shown to be competitive on the
IAM data set. Diaz et al. (2021) compare encoder-
decoder models’ performance on HTR, using dif-
ferent models in the encoder and decoder parts, e.g.
a transformer encoder plus a CTC-based decoder.
Furthermore, they found that enriching this archi-
tecture with a language model yields SOTA results
on IAM. The TrOCR framework has already been
successfully applied to historical data akin to our
task. Strobel et al. (2022) fine-tune a TrOCR in-
stance to handwritten Latin from the 16th century
(Stotz and Strobel, 2021, referred to as Gwalther),
achieving competitive results.

3 Data

Our data set comprises 114,653 images, holding
3,507 distinct lemmas. All images are in RGB,
but not uniform in size. The information on the
corresponding lemma is available on the image
level. Most lemmas start with the letter "s"”, fol-
lowed by a large number of lemmas starting with
the letters "m", "v", "t", "u”, "1", and "n". We

observe lemmas from a length of one character up
to 19 characters, with an average length between
five and six characters. A total of 2,420 lemmas
(69%) appear on ten record cards or less; 854 lem-
mas (24.4%), on 10 to 100 record cards, and just
233 lemmas (6.6%) on more than 100 record cards.
1,123 lemmas (36.7%) only occur on one card.

4 Lemma Extraction Pipeline

4.1 Visual Detection

Since the lemmas are always located in the up-
per left corner, but not annotated with their ex-
act locations, training a custom object detection
model for extraction is not feasible. In order to
still retrieve the locations of the bounding boxes
for some lemmas, we use the One For All (OFA)
transformer (Wang et al., 2022), fine-tuned on Ref-
COCO (Kazemzadeh et al., 2014). To ensure the
quality of the extracted lemma, we experiment
with multiple prompts and examine their results
(cf. Appendix A). After obtaining a training data
set of 20,000 instances, we train a YOLOv8 model
(Jocher et al., 2023) based on the You Only Look
Once (YOLO) architecture (Redmon et al., 2016).
The model predictions from our YOLO model, are
then subject to two post-processing steps to ensure
the quality of the images:

For 17,674 images (15.42% of the data), the model
predicted multiple bounding boxes. We visually
examined the cases and found that other handwrit-
ten text was often recognized as a lemma, some-
times scattered throughout the record cards (cf. Fig.
5, Appendix B). We further visually examined 202
cases where no bounding box was detected, stem-
ming mostly from machine writing or scanning
errors. For some images that follow the standard
layout of the record cards, the model also failed.
We disregard this set constituting less than 0.2% of
the entire data set.

Taking all aspects into account, we introduce two
rules to determine the appropriate bounding box:
(1) choose the largest bounding box in (2) the up-
per left quarter of the entire image. The result after
applying these rules is displayed in Figure 6 (Ap-
pendix B). The final data set consists of 114,451
samples, exhibiting a difference of the 202 samples
to the initial 114,653 image-label pairs. We make
our data available on HuggingFace.?

2https: //huggingface.co/misoda
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4.2 HTR Model

We use a transformer as the main model akin to
TrOCR. For the encoder, we consider three differ-
ent architectures, while we use GPT-2 (Radford
et al., 2019) as a decoder model for all setups. All
models are trained from scratch, although we use
pre-trained image processors for the encoder mod-
els and train a tokenizer for our custom alphabet.
Tokenizer We use a customized byte-level BPE to-
kenizer (Sennrich et al., 2016) (trained on the labels
from our data) for the dictionary’s vocabulary.
Vision Encoders We consider three different en-
coder architectures, namely Vision Transformer
(ViT) (Dosovitskiy et al., 2021), Bidirectional
Encoder representation for Image Transformers
(BEiT) (Bao et al., 2022), and Shifted Window
Transformer (Swin) (Liu et al., 2021).

Text Decoder We use the GPT-2 (Radford et al.,
2019) architecture, a decoder-only transformer,
which we train from scratch, i.e., we do not use
the pre-trained weights since we deal with a spe-
cific task in a low-resource language setting.
Implementation Details We use the Hugging-
Face transformers library (Wolf et al., 2020) and
PyTorch (Paszke et al., 2019) to train the HTR
pipeline. Our codebase, containing all scripts (ex-
periments and training) is available via GitHub?,
and the final model is on pypi.* All the experiments
were conducted using a Tesla V100 GPU (16 GB).

5 Experiments

5.1 Standard Training Settings

After shuffling the data, we randomly split it into
a train (85% — 97,283 samples) and a test (15%
— 17,168 samples) set. In the train split, 94.53%
(3,315) of the lemmas are present. For all train-
ing procedures, we use the AdamW optimizer
(Loshchilov and Hutter, 2019) and did not engage
in hyperparameter tuning. Further details are re-
ported in Appendix C. For standard training, the
model is trained using a data set that includes the
cut images from the record cards as input and their
respective lemmas as the labels to be predicted. We
train each of the models for a total of 5 epochs.
We assess the model performance using the CER,
which is computed by summing up edit operations
and dividing by the label length. To account for
the varying length, we further utilize the weighted
CER.

3https://github.com/slds-1mu/mlw-htr
4https ://pypi.org/project/mlw-lectiomat/

5.2 Data Augmentation

To increase the diversity of the training data, we
apply random rotation, blurring, or modifications
related to color perception. For the augmentation
setting, we increase the number of epochs to 20
(compared to 5 for the standard training). We
use three different augmentation pipelines, one of
which is randomly chosen with p = %

Pipeline A applies blurring and modifications to
sharpness. The intensity of these modifications
is determined randomly and can range from no
modification to higher intensity. Pipeline B alters
brightness, contrast, saturation, sharpness, and hue.
The specific alterations for each instance are again
determined randomly, also including the possibility
of no modifications at all. Pipeline C combines
the modifications from the previous two. In addi-
tion to the described techniques, all augmentation
pipelines include random masking, where rectan-
gles of the images are blackened, and random rota-
tion within a range of -10 to 10 degrees.

Decoder Pre-Training We experiment with de-
coder pre-training (10 epochs) on a corpus of the
concatenated lemmas to incorporate prior knowl-
edge about medieval Latin. After pre-training, we
combine it with the encoder and continue training
for 20 epochs as described in Section 5.1, using the
same augmentation techniques outlined before.

5.3 Experimental Results

The main results of our work are reported in Ta-
ble 1. The BEiT+GPT-2 architecture achieved the
best results in case of the standard training regime,
exhibiting a CER of 0.258, followed by Swin+GPT-
2 (0.349) and ViT+GPT-2 (0.418). Applying the
augmentation pipelines notably improves model
performance compared to the standard training for
all three models. The best model with augmen-
tation is Swin+GPT-2, achieving a CER of 0.017.
As for the other two models, the CER is 0.073 for
ViT+GPT-2 and 0.110 for BEiT+GPT-2.

ViT  Swin BEiT
Standard 0.418 0.349 0.258
+ Data Augmentation 0.073 0.017 0.110
+ Decoder Pre-Training 0.049 0.018 0.114

Table 1: CERs for different encoder configurations.

Pre-training of the decoder does, on average, not
lead to further improvement. ViT+GPT-2 is the
exception, for which the CER drops to 0.049. We
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observe no improvements for the other models. To
summarize, the best results are achieved when us-
ing a Swin+GPT-2 model with data augmentations,
reaching a CER value of 0.017.

5.4 Ablation Study

To investigate the impact of data augmentation, we
perform three ablations, removing individual steps
from the augmentation pipelines. To quantify the
individual effects of each augmentation technique,
we train the model without a specific augmentation
method and report the resulting CER.

Swin+GPT-2 (Full augmentation pipelines) 0.017
w/o masking augmentation 0.015
w/o rotation augmentation 0.021
w/o color augmentation 0.017

Table 2: CER-Results of different model configurations.

Excluding the masking step from the pipeline leads
to an actual improvement of model performance
while excluding random rotations or color-related
augmentations results do not (cf. Tab. 2).

5.5 Google Cloud Vision Comparison

Model benchmarking
Yroe! pRpchmany

e [l Ours (Best) Bl Google Cloud Vision

Google Cou Vi

00872

Figure 2: Comparison of Swin+GPT-2 to GCV.

To compare the results of our model, we decided
to use Google Cloud Vision (GCV) a highly com-
petitive HTR model, which has proven effective
in practical applications (Thammarak et al., 2022).
GCV often predicts extra characters and/or suffixes
that are not part of the true lemma, which is why
we post-process the predictions by GCV for a fair
comparison by deleting extra characters and words
after the first word or aftera ’-’ ora ’ (’. Figure
2 shows the comparison of our model with GCV.
The violin plots of the (unweighted) CERs show
a concentration of the CER values around O for
both models. For our model, the most extreme
values are at a CER of 3, for GCV the maximum
is nearly twice as high and we observe an overall
higher standard deviation compared to our model.

To conclude, our best model exhibits a weighted
CER of 0.0153, while GCV only reaches 0.1045.
Overall, our model correctly predicts 97,09% of all
lemmas, while GCV only does so for 78.26%.

5.6 Performance of other HTR systems

Table 3 illustrates the CERs of other systems on
different HTR data sets. Strobel et al. (2022) use
Gwalther, while all other papers evaluate their sys-
tems on IAM. Our model achieves the lowest CER.
However, it must be considered that we did not
evaluate the same data set, which makes a direct
comparison impossible. In contrast to the other
transformer-based models, our best model uses
Swin as an encoder.

Model ‘ CER ‘ Data set ‘ Architecture
Ours (Best) ‘ 0.0153 ‘ MLW ‘ Transformer
TrOCR Large (Strobel et al., 2022) 0.0255 | Gwalther Transformer
TrOCR Large (Li et al., 2022) 0.0289 1AM Transformer
EASTER?2.0 (Chaudhary and Bali, 2022) | 0.0621 IAM CNN+CTC
Light Transformer (Barrere et al., 2022) | 0.0570 1AM CNN+Transformer
Self-Att.+CTC+LM (Diaz et al., 2021) 0.0275 IAM Trf.4+CTC+ LM

Table 3: Performance of contemporary HTR systems.

6 Conclusion and Outlook

Since the record cards include much more infor-
mation than the one we extracted, we recommend
further research into various extraction techniques.
With the recent publication of Segment Anything
Model, Kirillov et al. (2023) introduce a model that
might be able to extract further features from the
record cards with much higher accuracy.

We present a novel end-to-end pipeline for the Me-
dieval Latin dictionary. Our library includes an
image-detection-based model for lemma extrac-
tion and a tailored HTR model. We experiment
with training different configurations of transform-
ers using the ViT, BEiT, and Swin encoders while
using a GPT-2 decoder. Employing data augmen-
tation, our best model (Swin+GPT-2) achieves a
CER of 0.015. The evaluation of the results ex-
hibits a weaker performance on longer lemmas
and on lemmas that appear less frequently in the
training data. Further experiments with generative
models to produce synthetic data (not reported in
the paper) were not successful, however, we rec-
ommend further research into this direction. To
conclude, our approach presents a promising HTR
solution for Medieval Latin. Future research can
build upon our work, and explore its generalizabil-
ity to other languages and data sets by making use
of our pip-installable Python package.
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Limitations

Our approach has several limitations that can be
addressed to improve its efficiency further. There
are issues regarding the data set (cf. Sec. 3) that
might be reflected in the model’s performance. As
discussed in Section 3, some lemmas are stroked
out partially or entirely, introducing a notable noise
to the data. Further, handwritten comments or other
annotations have been added to some of the record
cards, and some images are not correctly labeled,
which might have distorted the recognition capabil-
ities of our model.

Since our pipeline was mostly trained on data
from the S-series of the dictionary, many words
starting with other letters were not seen by the
model during training. Therefore, the performance
of the proposed approach, when applied to other
series, remains somewhat uncertain. As elaborated
in section 6, the model tends to perform weaker on
unseen lemmas. Further, there are indications that
the model might perform worse on longer lemmas.

The lemma-detection model (YOLOVS) is not
guaranteed to predict the correct bounding box for
the lemma consistently. Errors at this early stage
of the pipeline may severely impact the result. Al-
though the failure rate for the training dataset in
which no bounding box was predicted is close to
zero, the problem can still appear during inference.

We did neither experiment with the initial
TrOCR architecture nor did we fine-tune a pre-
trained TrOCR instance for this task. However, the
results of Strobel et al. (2022) suggest a strong per-
formance of TrOCR. Thus, we recommend training
it on the MLW data set.
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Appendix
A Annotatong the Bounding Boxes

This Appendix holds the details of the Visual De-
tection part of the pipeline, described in Section
4.1, and the challenges we were confronted with.

A.1 The Task

To annotate the bounding boxes, the model is pro-
vided with a prompt describing the lemma and the
image. The model then returns a bounding box for
the requested object, which is the lemma in our
case. Different prompts are described in Table 4.

Prompt 1 Cursive text upper left

Prompt 2 Handwritten cursive word upper left
Length: 1-5: Blue drawing in the upper left

Prompt 3 Other: Handwritten cursive word upper left
Length: 1-6: Blue drawing in the upper left

P t 4

romp Other: Handwritten cursive word upper left

Table 4: Different prompts used for OFA.

A.2 Assumption about Bounding Boxes

Since we do not have any ground truth about the
bounding boxes, we rely on heuristics to verify
the correctness of the boxes. One such heuristic is
the assumed linear relationship between the lemma
length and the bounding box’s width. While the
height of the boxes is assumed to be similar across
instances, the lemma length must significantly im-
pact the bounding box’s width. To verify the results
of the annotation process, we use box plots to vi-
sualize the relationship between lemma length and
width (cf. Fig. 3a — 3d).

A.3 Initial Implementation and Results

We use the RefCOCO-OFA model® and modify it
four our purposes. Prompt one (cf. Tab. 4) is used
to obtain the lemmas for all images.

After running the model on the first instances
with Prompt 1, we find that the relationship be-
tween the box’s width and the lemma length does
not look as expected. Figure 3 illustrates this prob-
lem. Investigating the short lemmas, we observe
that the model often fails to annotate the record
cards appropriately. Often other textual objects are
annotated, or the bounding box stretches through-
out the entire record card.

SHuggingface: OFA-Base-RefCOCO
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Figure 3: Box-Plots for the width of the bounding boxes
based on the lemma’s length.

A4 Two Different Prompts for Shorter and
Longer Lemmata

After different experiments, Prompt 2 turned out
to work appropriately for shorter lemmas, but was,
however, not suitable for longer ones. To combine
the strength of both prompts, we apply a condi-
tional prompt based on the length of the lemma
using different cut-offs (5 or 6 characters). We find
that using Prompt 4 is the best-suited approach.
The analysis of the relationship between the bound-
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ing box widths and the length of the lemma for
different prompts can be seen in Figure 3.

B YOLO: Training and Inference

B.1 Training Results

train/box _loss train/dfi_loss metrics/precision(8) metrics/recall(8)

250 0.90 09

225 085

train/cls_
—— result
200 0.80
175 075
150 070

0 50 100 0 50 100 0 50 100 o 50 100 0 50 100

val/dfl_loss metrics/mAPS0(8) metrics/mAP50-95(8)

Figure 4: YOLO Training Results.

B.2

Multiple Lemmas Detected by YOLO

I
BN o ==

Figure 5: All bounding boxes from instances where
YOLO has detected more than one bounding box.

Figure 6: Bounding boxes of all instances to which the
rule largest bounding box in the upper left corner was
applied to.

C Training details

We used the defaults from transformers (4.26.1),
if not reported otherwise.
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C.1 Standard Training

Parameter ‘ Value

Seed 42

Optimizer AdamW

Epochs 5

Decoder GPT-2

Encoder {BEIT, Swin, ViT}
Batch Size (Train & Test) | 64

Table 5: Parameters for the standard training.

C.2 Training with Augmentation

Parameter ‘ Value

Seed 42

Optimizer AdamW

Epochs {5, 20}

Decoder GPT-2

Encoder {BEIT, Swin, ViT}
Batch Size (Train & Test) | 64

Table 6: Parameters for training with augmentation.

C.3 Natural Language Generation

Parameter ‘ Value
Max Length 32
Early Stopping True
No Repeat Ngram Size | 3
Length Penalty 2.0
Number of Beams 4

Table 7: Parameters for natural language generation.

C.4 Decoder Pre-Training

Parameter ‘ Value
Seed 42
Epochs 10
Batch Size (Train & Test) | 192

Table 8: Parameters for pre-training of the decoder.
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Abstract

This paper reports on the results of a com-
parative evaluation of four existing lem-
matizers, all pre-trained on Ancient Greek
texts, on a novel corpus of unedited, Byzan-
tine Greek texts. The aim of this study is
to get insights into the pitfalls of existing
lemmatisation approaches as well as the
specific challenges of our Byzantine Greek
corpus, in order to develop a new lemma-
tizer that can cope with its peculiarities.
The results of the experiment show an ac-
curacy drop of 20% on our corpus, which
is further investigated in a qualitative error
analysis.

1 Introduction

If Ancient Greek is considered a low-resourced
language, Byzantine Greek is even lower-
resourced.  What Ancient and Byzantine
Greek have in common, is that their texts have
been continuously copied by hand until the
end of the 15™ century. So when we read,
for instance, Plato’s Apology, we read a col-
lation of a philologist who aspires to recon-
struct Plato’s original 4""-century text based
on the existing Medieval manuscripts; based
on but not copied from these manuscripts, as
linguistic inconsistencies or orthographic mis-
takes are adapted to fit the dialect in which
the text was conceived. Existing NLP tools
for historical Greek are developed for this vari-
ant of Greek, that was edited to perfection.
However, because of a growing research
interest and progress in optical character
recognition (OCR) and,
vant, handwritten text recognition (HTR)
(e.g. Tsochatzidis et al. 2021; Platanou et al.
2022; Strobel et al. 2022), more and more
unedited Greek texts will become available.
These unedited texts contain, among other
things, lacunae due to a damaged piece of

even more rele-

parchment, omissions of words due to sloppi-
ness or fatigue of the scribe or funky orthog-
raphy due to phonetic changes. Although no
substantial HTR-based corpus is available for
Greek, two online available corpora do offer
the unedited texts from manuscripts: the Tris-
megistos (Depauw and Gheldof, 2014) project
and the Database of Byzantine Book Epigrams
(DBBE) (Ricceri et al., 2023). Both Trismegis-
tos and DBBE do store the edited as well as
the unedited version of texts found in papyri
and manuscripts, respectively. The DBBE
provides Byzantine! book epigrams, which are
metrical paratexts as they are written in the
margin, next to (wopad, para) the main text
of a manuscript. The literal transcription of
these poems are stored as so-called Occur-
rences, which are linked to a normalised ver-
sion called Type.

Our aim is to develop a linguistic annotation
pipeline for the latter, unedited Greek texts.
The differences between Ancient and Medieval
Greek are thoroughly described by Swaelens
et al. (Forthcoming 2023), the features rele-
vant for this work are elaborated upon in Sec-
tion 3. A new approach for part-of-speech tag-
ging and morphological analysis was developed
(Swaelens et al., 2023), as the existing tech-
niques are not capable of handling the idiosyn-
crasies these unedited texts display. Before
diving into the development of the last step
of the pipeline, i.e. the lemmatizer, we wanted
to evaluate existing systems for lemmatisation
on our gold standard of unedited, Byzantine
Greek texts.

2 Related Research

The first lemmatizer for Greek was developed
by Packard (1973), as part of the first lin-

!Byzantine and Medieval will be used as synonyms
to refer to the period from the 5 until 15" century.
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guistic annotation pipeline. In order to per-
form morphological analysis, first suffixes are
removed to retrieve the stem of every to-
ken. Then, a dictionary made by Packard, is
searched with a binary search algorithm to find
the matching stem. Based on this dictionary
search, the algorithm returns the lemma that
is linked to the matching stem. If multiple
lemmas are possible, a philologist is needed to
discern which lemma was the correct one.

In 2003, the biggest online resource of Greek
texts, the Thesaurus Linguae Graecae (TLG)
(Pantelia, 2022) started their lemmatization
project. Few details on the methodology are
provided in the paper, except that the TLG
digitised and extracted a large number of head-
words from dictionaries’. The authors, how-
ever, claim that the lemmatizer is capable of
recognising automatically 98.3% of all tokens
in the TLG.

RNN Tagger (Schmid, 2019) was developed
as the combination of a morphological tagger
and lemmatizer for historical texts. Schmid
has made use of a character-based bi-LSTM
network to cope with — systematic — spelling
variations and improve tagging accuracy. The
lemmatizer is also based on a recurrent neu-
ral network, making use of the dl4mt machine
translation system (He et al., 2016). In his ex-
periments, Schmid did also train and test his
tagger on the Ancient Greek Dependency Tree-
bank, which resulted in a tagging accuracy of
91.29%.

The Classical Language Toolkit (CLTK), is
an NLP framework developed for pre-modern
languages (Johnson et al., 2021). This frame-
work stores several lemmatizers, among which
a back-off lemmatizer (Burns, 2020) that
makes use of several, sequenced lemmatizers.
CLTK’s default lemmatizer for Ancient Greek
makes use of the Stanza (Qi et al., 2020)
lemmatization algorithm, that has been pre-
trained on the PROIEL treebanks (Haug and
Johndal, 2008). This algorithm consists of a
dictionary-based lemmatizer combined with a
neural sequence-to-sequence lemmatizer. On
the encoder’s output of this combination, an
additional classifier is added to cope with,
among other things, lowercasing. The authors,
however, did not provide an accuracy score of

’https://stephanus.tlg.uci.edu/history.php

how well the algorithm performs on Ancient

Greek.

Burns’ back-off lemmatizer, which is in-
cluded in the CLTK, is a sequence of five lem-
matizers. The token first passes a dictionary-
based lemmatizer to tag frequently occurring,
indeclinable words; then it passes through a
unigram-model lemmatizer that is based on
training data of the Ancient Greek and Latin
Dependency Treebanks (Celano, 2019); third
in the sequence is a rule-based lemmatizer that
makes use of regular expressions; the fourth
lemmatizer is a variation of the previous, regu-
lar expression-based lemmatizer that factors in
principal-part information; finally, the token
is passed through another dictionary-based
lemmatizer making use of Morpheus’ (Crane,
1991) lemma dictionary. Should none of these
lemmatizers output a proper lemma, the to-
ken itself is returned as lemma. Vatri and
McGillivray (2020) report an accuracy of 91%
on poetry and 93% on prose.

Where CLTK’s default lemmatizer disam-
biguates ambiguous tokens based on fre-
quency, the GLEM lemmatizer (Bary et al.,
2017) makes use of part-of-speech informa-
tion to disambiguate. Even more interest-
ing, is that GLEM provides a lemma for out-
of-vocabulary words. This is achieved by
combining a dictionary-based approach with
a memory-based machine learning algorithm,
called FROG (Bosch et al., 2007). If the to-
be-tagged word occurs only once in the lex-
icon, consisting of the PROIEL and Perseus
(Celano, 2019) corpora, GLEM returns the lex-
icon’s lemma; if not, the word is considered
ambiguous and FROG is applied. If several
lemmas are possible, GLEM evaluates whether
there is exactly one match with the part-of-
speech tag predicted by the FROG algorithm
and the lexicon. If so, the lemma is assigned; if
there are several possible or no matching part-
of-speech tags, frequency information is used
to assign a lemma from the lexicon.

The interest in lemmatizing Greek has in-
creased, proved by Keersmaekers and Van Hal
(2022) and de Graaf et al. (2022). That is,
both articles discover how corpora which can-
not be lumped together with classical, liter-
ary Greek prose, could be lemmatized. Keers-
maekers and Van Hal, on the one hand, aim to
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lemmatize the papyri texts stored in Trismegis-
tos, de Graaf et al., on the other hand, look
into lemmatizing Greek inscriptions. Just like
the unedited texts we want to tag, these cor-
pora had some peculiarities that deviate from
the polished, classical Greek on which the ex-
isting lemmatizers are based.

Although several other lemmatizers do ex-
ist, they are not part of this assessment be-
cause they are either not freely available or do
not disambiguate ambiguous word forms. We
did not test TreeTagger (Schmid, 1994) since
the parameter files® do not contain any infor-
mation on lemmas. Neither Morpheus (Crane,
1991) nor Eleuxis* have been part of our com-
parison as neither of those disambiguate am-
biguous tokens.

3 Comparative Experiment

To evaluate the lemmatizers described in Sec-
tion 2, we annotated about 10,000 tokens from
the DBBE occurrences (Swaelens et al., 2023).
The DBBE occurrences are the literal tran-
scription, viz. without any editing, of the text
that is found in a manuscript. As already
mentioned in Section 1, these occurrences are
linked to edited, normalised versions called
Types, as shown in Example 1. Example la
shows the occurrence, the text as it is found in
the manuscript Vat.gr.1908°, Example 1b the
Type to which the Occurrence is linked and its
translation (translated by the authors) is given
in Example 1c.

og e  EEvn yEpovlteg 7MY
m(at)pido
DBBE Occurrence 17870

(1) a.

b. “Qomep EévoL yoalpovoly idelv To-
Tolda
DBBE Type 2820

c. Just like travellers rejoice upon see-
ing their homeland

3 Available at https://www.cis.uni-muenchen.de/
~schmid/tools/TreeTagger/

“https://outils.biblissima.fr/en/
eulexis-web/index.php

5This book epigram is situated on f.118v and on-
line consultable via https://digi.vatlib.it/view/
MSS_Vat.gr.1908/0121

This example displays one of the main char-
acteristics of the Greek found in manuscripts
before they are edited: orthographic inconsis-
tencies. Since the itacism — a phonetic shift
that turned n, t, v, €t and ot into the phoneme
/i/ — has made its introduction in the 39 cen-
tury, quite some orthographic inconsistencies
are to be found in the manuscripts. In Exam-
ple 1a both the first syllable, 73- (the stem of
the word), and the second, -fv (the suffix indi-
cating the Greek infinitive), are affected by the
itacism. This makes the word idelv almost un-
recognisable, which is why we hypothesise that
a dictionary-based approach might be put at
a disadvantage.

For our comparative study, all lemmatizers
discussed in Section 2, CLTK, GLEM, RNN
Tagger, and the Stanza tagger, are used to
lemmatize our gold standard containing 10,000
tokens of unedited, Byzantine Greek text. Be-
fore feeding the data to the lemmatizers, we re-
moved all redundant white spaces and deleted
all punctuation.

4 Results

The results of the comparitive experiments are
shown in Table 1. First of all, We observe a
general accuracy drop of 20% or more com-
pared to the results of the lemmatizers on An-
cient, edited Greek. This was expected, be-
cause our data is very challenging. Second, the
sequential back-off lemmatizer comes out best,
performing almost 7% better than the Stanza
lemmatizer, which performed worst. To gain
more insight in the results of the tested lem-
matizers,we performed a qualitative analysis
of the system output, which revealed some ten-
dencies of the problems related to our corpus.

Lemmatizer ‘ Accuracy
Stanza 64.99%

RNN Tagger 66.67%
GLEM 70.82%
CLTK 71.69%

Table 1: Performance of existing lemmatizers on
Byzantine Greek poetry.

This comparative study uncovered an en-
coding problem in our test set: the transcrip-
tions of the manuscripts stored in DBBE make
use of multiple unicode characters for identi-
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cal characters. The acute accent, for example,
is present in the DBBE as two different uni-
code characters. That is, the { in matplda
(Example 1) has two different unicode rep-
resentations within the DBBE corpus. Con-
sequently, every deviation from the unicode
character that is stored in DBBE or its anno-
tations has been evaluated as incorrect. What
is more, the Stanza lemmatizer outputs uni-
code characters that are different from those
CLTK and RNN Tagger output.

The diachronic and/or diatopic alterations
that are inherent to the Greek language, hin-
ders the evaluation of the taggers as well.
Verbs whose stem ends in a velar occlusive,
have a lemma that ends either in -ttw (the
classic, Athenian variant), or -cow (other di-
alects’ variant). The token @VAotte (keep
guard) has been annotated as coming from
the lemma @uAdtTtw, while all lemmatizers re-
turned @uAdoow as lemma. Although thisis a
correct prediction, it was considered as incor-
rect by the automatic evaluation. In this same
category belongs the alteration between t and
v, observable in the — identical — words BiffAog
and BOPAog (papyrus roll).6 The alteration of
a word’s final consonant, is the last example
that fits within this category. The preposi-
tion éx (out) is written as €€ when followed
by a vowel. Again, these double forms caused
unjust penalties in the lemmatizers’ output.
In order to cope with these inconsistencies,
we harmonised the different outputs, mainly
caused by the unicode difference between the
tonos and ozia accent (Tauber, 2019). The
new lemmatisation results, however, show a
minor impact of the encoding problems and
inconsistencies, resulting in improvements of
only 0.04 to 0.6 %, which makes no difference
for the final ranking of the tested lemmatizers.

The lemmatizers also have a hard time as-
signing the correct lemma to a verb in the per-
fect tense. This might be due to the very low
presence of this tense in general in Greek. It
is, however, surprising that the back-off lem-
matizer cannot extract and match the stem
of, e.g., me@evYws (having fled) to its lemma
QeLYW (to flee). What is even more surprising,
is that GLEM did not even return a lemma of

6This alteration is not to be confused with the

itacism; this alteration is already attested before the
itacism appeared.

this quite frequent word, while it was stated
that GLEM could output lemmas it had never
seen before.

A GLEM-specific remark is how much this
lemmatizer is affected by the absence of the
iota subscriptum? in, e.g., the dative case. In
DBBE this iota is sometimes written, now un-
derneath the vowel, then next to it, and some-
times not written. Not once did it correctly
lemmatize Tw as a form of the article 6, while
T® has been lemmatized correctly. The iota
adscriptum is not yet part of the test set.

5 Conclusion & Future Research

As a last step in the development of our new
annotation pipeline that cannot only handle
classical Greek texts but also unedited, Byzan-
tine texts, we are exploring the field of lemma-
tizing Greek. We compared four freely avail-
able lemmatizers that are capable of coping
with ambiguity: CLTK back-off lemmatizer,
GLEM, RNN Tagger and the Stanza lemma-
tizer. The back-off lemmatizer performed best,
which might be attributed to the fact that it
combines five different lemmatizers. The er-
ror analysis provided us with useful insights,
which we will take into account while develop-
ing our own lemmatizer for Byzantine Greek.

At the moment of writing, we are looking
into a cascaded system that combines a rule-
based module with a dictionary look-up as
a first step. In addition, a machine-learning
component will be developed to handle all to-
kens that cannot be lemmatized by the first
part. We are investigating several possible al-
gorithms, going from a decision tree model to
a neural approach. Furthermore, we will need
to cope with the abundance of unicode char-
acters and provide a mapping to evaluate our
output correctly. We also need to develop a
strategy to deal with the alterations that are
inherent to the language to make evaluation
easier and more correct, namely a mapping of
(1) the five ways to write the /i/ sound, (2) the
iota subscriptum or adscriptum and (3) forms
like -oow/-ttw. Finally, we will experiment
with the presence or absence of diacritics and
their possible impact on the machine learning.

"When a long vowel is followed by a iota, v /j/, the
iota is written either underneath (subscriptum) or next
to that vowel (adscriptum,).
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Abstract

Commentary of Gongyang, Commentary of Gu-
liang, and Commentary of Zuo are collectively
called the Three Commentaries on the Spring
and Autumn Annals, which are the supplement
and interpretation of the content of Spring and
Autumn Annals with value in historical and liter-
ary research. In traditional research paradigms,
scholars often explored the differences between
the Three Commentaries within the details in
contexts. Starting from the view of Stylistic
Analysis, this paper examines the differences in
the language style of the Three Commentaries
through the representation of language, which
takes the methods of deep learning. Specifi-
cally, this study vectorizes the context at word
and sentence levels. It maps them into the same
plane to find the differences between the use
of words and sentences in the Three Commen-
taries. The results show that the Commentary
of Gongyang and the Commentary of Guliang
are relatively similar, while the Commentary
of Zuo is significantly different. This paper
verifies the feasibility of deep learning meth-
ods in stylistics study under computational hu-
manities. It provides a valuable perspective
for studying the Three Commentaries on the
Spring and Autumn Annals.

1 Introduction

Style is an additional component in the process of
language expression and expression. It changes
due to the social era and environment in which
language is used and in various forms due to the
user’s expression habits and intentions. This char-
acteristic has received longstanding attention from
stylistics. Among the study of ancient Chinese clas-
sics, the Spring and Autumn Annals was known as
"having profound meaning in simple words." and
the Historical Records were called "Li Sao without
rhyme." These are classic summaries of ancient
Chinese books. The language style can also be
used to compare and analyze authors, such as Li
Bai and Du Fu honored as "Poetic Immortal” and

"Poetic Sage". For the study of stylistics, the tradi-
tional paradigm generally starts from vocabulary,
rhetoric, sentence patterns, etc., with the help of
examples, and forms an interpretive logic that is
now called "close reading". Corresponding to this
is the "distance reading" after the rise of digital
humanities. With the help of many computational
methods such as lexical statistics, quantitative lin-
guistics, and natural language processing, the study
of textual style has increasingly inclined towards re-
sults with precision value. This research paradigm,
or computational humanities, provides new explo-
ration perspectives for studying stylistics.

This study focuses on the style of ancient books
in computational humanities. Compared with tradi-
tional methods, the advantage of the computational
humanities lies in quantification, which is based
on data and computation to obtain objective and
verifiable conclusions. The study of stylistics under
this paradigm also presents a variety of technical
and theoretical frameworks due to the intersection
of fields, forming a developing trend of mutual in-
tegration. This study of the style of ancient books
depends on multi-level observations from Chinese
characters to vocabulary and sentences. Represen-
tation learning can also provide more comprehen-
sive quantification for the style analysis of ancient
books.

This research focuses on the Three Commen-
taries on the Spring and Autumn Annals and re-
lated ancient books. The Three Commentaries are
the most important classics among ancient Chi-
nese books and have also received much attention
in computational humanities. On the other hand,
stylistic studies on the difference between the Three
Commentaries have also gained much attention.
Specifically, this study will take Hong Ye’s Index
on Spring and Autumn Annals and the Three Com-
mentaries as the data source and use text represen-
tation learning in deep learning to examine the style
differences between the Three Commentaries. As
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an essential content of computational humanities,
this study will provide a compelling computational
research idea and reference for studying style in
ancient books.

2 Related Research

The Three Commentaries on the Spring and Au-
tumn Annals revolve around the history of the Lu
State recorded in the Spring and Autumn Period
in terms of content and ideological system. Still,
there are apparent differences in the writing and
language style focus. Scholars often draw rele-
vant conclusions based on a careful reading of the
Three Commentaries(Chen, 2021), which have sig-
nificantly contributed to the development of histo-
riography but need more accurate, verifiable, and
reproducible digital indicators to prove it. More-
over, the entry point for investigation is single, of-
ten only starting from a specific problem, needing a
macroscopic inspection from a global perspective.

As one of the research directions of ancient Chi-
nese text mining, the metrological research of old
books has the characteristics of mature technology
and diverse perspectives. According to the different
properties of the research objects, it can be divided
into different research levels, such as vocabulary,
sentences, and text. The measurement research of
ancient books based on vocabulary includes word
segmentation(Huang et al., 2015), part-of-speech
tagging(Zhang et al., 2021), named entity recogni-
tion(Liu and Wang, 2018), keyword extraction(Qin
and Wang, 2020), etc. In the quantitative research
conducted around the sentence level, taking sen-
tence segmentation (Zhao et al., 2022), sentence
classification(Liu et al., 2013), and sentence extrac-
tion(Zhou et al., 2021) as examples, it is possible to
explore the implicit features and inter-sentence re-
lationships of sentences in ancient books. Research
at the chapter level includes research on automatic
summarization(Xu et al., 2022), bibliographic in-
formation measurement(Tong et al., 2021), etc. In
summary, studying computational humanities in
ancient books has extended research in various di-
rections at different levels and has gradually formed
a mature research paradigm. However, there is still
a gap in the study of the style and style of ancient
books, and there needs to be more research that
takes ancient books as the main body and uses
quantitative analysis to observe the differences in
digital indicators of ancient books. This study takes
the Three Commentaries on the Spring and Autumn

Annals as the research object. It aims at texts of
different levels to explore the language style dif-
ferences formed in writing the three biographies.
This is significant for exploring ancient books in
the Spring and Autumn Periods.

3 Style Comparison With Text
Representation

Words and sentences are important objects in stylis-
tics research; different from the measurement of
word frequency in traditional diagrams, this study
uses representation learning models in deep learn-
ing to automatically obtain the vectorized repre-
sentation of words and sentences to acquire knowl-
edge about vocabulary and sentence style. Specifi-
cally, Word2vec and Sentence-BERT were chosen
respectively for vectorizing words and sentences
in the Three Commentaries, and mapping scatter
points with dimensionality reduction was used for
the style comparison.

3.1 Model Introduction

Word2vec is a neural network language model that
can capture semantic information between contexts,
map each word into a word vector, and mine con-
nections between words(Mikolov et al., 2013). The
Word2vec model contains two models for train-
ing word vectors: the CBOW (Continuous Bag-
of-Words Model) model and the Skip-gram model.
The former uses N words before and after the fea-
ture word to predict the word, and the latter uses
the word’s context to predict N words before and af-
ter. The Word2vec model adds contextual analysis
to the context, which makes the semantic analysis
more abundant.

Sentence BERT (SBERT for short) is a sen-
tence vector computing model proposed (Reimers
and Gurevych, 2019), which maps text into Vec-
tor space in sentence units. One vector can repre-
sent the semantics expressed by a sentence in the
text. Compared with the BERT model, SBERT can
better generate sentences. The Embedding vector
enables the vectorized expression to carry more
semantic information.

3.2 Word Vectorization Mapping

As was written in the name, the Three Commen-
taries were all commentaries on Spring and Au-
tumn Annals, which provided detailed descriptions
of historical events of the State of Lu in the Spring
and Autumn period. Their themes and contents
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Figure 1: The mapping of words in the Three Commen-
taries

Commentary of Gongyang
Commentary of Guliang

2 Commentary of Zuo

Figure 2: The mapping of single-occurrence words in
the Three Commentaries

are similar to a certain extent, but their language
styles are different. Based on this, it can be con-
sidered that the differences shown in the map-
ping on the scatterplot are more due to the differ-
ences in the language styles of the Three Commen-
taries, rather than the "fixed collocation" between
words, that is, the differences caused by different
recorded content. We use the word-segmented text
to train the Word2vec model and generate words
into multi-dimensional word vectors. To map in
two-dimensional space, PCA is used to reduce the
dimensionality of word vectors and map them on
the graph through different colors.The distribution
of words and single-occurrence words of the three
biographies is shown in Figure 1 and Figure 2.

Each dot represents a word in the scatter plot,
and the three colors correspond to the Three Com-
mentaries. For example, a blue dot represents a
word in the Commentary of Zuo. The number
of points determines the depth of the color at the
coordinate position. Since a point represents a
word, the distance between points represents the
degree of similarity between the two words. It
can be observed that the three biographies have
a slight overlap near the point ( 0, O ) in Figure
1. In addition, the blue word points representing
the Commentary of Zuo are mainly concentrated

in the upper right corner of Figure 1, with a rel-
atively clear and intuitive boundary between the
Commentary of Gongyang and the Commentary of
Guliang. Based on this, from the perspective of
words, even though the content is similar, the three
biographies still have differences in language style.
The Commentary of Gongyang and the Commen-
tary of Guliang are identical in language style and
preferred word definition. At the same time, the
Commentary of Zuo has a unique narrative style
that prefers supplementary historical events.

Single-occurrence words refer to the words
that occurred only in one of the Three Commen-
taries.Compared with some more general words,
these words that only appear in certain commen-
taries can better reflect the language habits in the
process of writing the book. On the map of single-
occurring words, there is almost no overlapping
part, which conforms to the definition concept of
single-occurring words, which can explain that
based on similar content, the language styles of the
Three Commentaries are different in terms of words.
And the distribution of each commentaries point is
consistent with that shown in Figure 2. The above
image also reflects the orange dots near points (4,1).
The distribution of single-occurrence words deep-
ens the accuracy and credibility of the above picture
from the side.The distribution of single-occurrence
words deepens the accuracy and credibility of the
above picture from the side, which confirms that
the Three Commentaries not only show differences
in the overall language style but also have different
habits in the use of single-occurrence words.

3.3 Sentence Vectorization Mapping

The process of generating sentence vectors is to
use the text after the sentence to train the SBERT
model, and each generated vector represents a sen-
tence. Similar to the word vector dimensionality
reduction method, PCA is used to reduce the di-
mensionality of the sentence vector so that it can
be presented on a two-dimensional graph. The dis-
tribution of sentence vectors is shown in Figure 3.

Each point in Figure 3 represents a sentence,
and the distance between points represents the sen-
tence’s similarity. In the sentence vector, it is ob-
served that the dispersion of the sentence vector is
slightly smaller than that of the word vector, and
the overlapping area is larger around the point (0,0).
Most of Figure 3’s color blocks are composed of
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Figure 3: The distribution of sentence vectors in the
Three Commentaries

mixed and interlaced colors. But the Commentary
of Zuo still shows differences, converging into a
single color block around the point (-7.5, 2). This
phenomenon is consistent with what the word vec-
tors offer, and it reflects that the Commentary of
Zuo is significantly different from the other two
biographies in style.

Based on the mapping results of word vectors
and sentence vectors, the style of the Commen-
tary of Gongyang and the Commentary of Guliang
are relatively similar, and the Commentary of Zuo
shows distinct style differences. This result aligns
with the views of ancient and modern scholars who
have carefully read Three Commentaries on the
Spring and Autumn Annals and can deepen the con-
clusion that the Commentary of Zuo is different in
language style.

4 Conclusion

From the perspective of Natural language process-
ing, uses a deep learning model with good versa-
tility to calculate the language style differences be-
tween different levels of the Three Commentaries
on the Spring and Autumn Annals. It concludes that
the Commentary of Zuo differs from the Commen-
tary of Gongyang, and the Commentary of Guliang,
realizing the mining research on the language char-
acteristics of ancient books.

In the follow-up research, we will use other meth-
ods to examine the differences between the Three
Commentaries. From the perspective of natural
language processing, this study has verified the
feasibility of the general language model in discov-
ering the differences in the Three Commentaries,
and subsequent language models suitable for an-
cient Chinese, such as GuwenBERT, SikuBERT,
and other pre-training based on ancient Chinese
domain data enhancement model to further observe
differences in language styles. In addition, the dif-

ference between the Three Commentaries can be
observed from multiple perspectives, such as au-
tomatically mining different types of entities, or
observing the usage habits of words from the part
of speech.

From the perspective of quantitative linguistics,
the language style differences between the Three
Commentaries will be observed through different
levels of language measurement indicators. At
the word level, the index selects the average word
length to measure the difference in word length,
selects the word density, standard type ratio, and
single word ratio to measure the difference in the
richness of the Three Commentaries vocabulary,
and observes the information carrying capacity of
the richness of the Three Commentaries by cal-
culating the entropy of text information. At the
sentence level, the writing characteristics of the
Three Commentaries were examined through av-
erage sentence length, sentence dispersion, sen-
tence fragmentation, and other indicators. From
the above two perspectives, the linguistic charac-
teristics and stylistic differences of the Three Com-
mentaries on the Spring and Autumn Annals can be
examined from a new perspective, which provides
new verification ideas for the research related to
Three Commentaries on the Spring and Autumn
Annals.
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Abstract

The technique of word segmentation and part-
of-speech tagging in ancient Chinese plays a
crucial role in the field of information process-
ing in ancient Chinese. The current state of
ancient Chinese word segmentation and part-
of-speech tagging technology presents pressing
issues that require immediate attention, such
as low accuracy and efficiency. This study
employs a methodology that combines word
segmentation and part-of-speech tagging. It
establishes a correlation between fonts and
radicals, trains the Radical2Vec radical vec-
tor representation model, and integrates it with
the SikuRoBERTa word vector representation
model. Finally, it connects the BILSTM-CRF
neural network.The study investigates the com-
bination of word segmentation and part-of-
speech tagging through an experimental ap-
proach using a specific data set. In the eval-
uation dataset, the F1 score for word segmenta-
tion is 95.75%, indicating a high level of accu-
racy. Similarly, the F1 score for part-of-speech
tagging is 91.65%, suggesting a satisfactory
performance in this task. This model enhances
the efficiency and precision of the processing of
ancient books, thereby facilitating the advance-
ment of digitization efforts for ancient books
and ensuring the preservation and advancement
of ancient book heritage.

1 Introduction

The challenge of automatically segmenting words
and assigning part-of-speech tags to ancient Chi-
nese text is a crucial area of study within the dis-
cipline of natural language processing. The pri-
mary objective of this project is to employ com-
puter technology for the precise identification of
word boundaries in ancient Chinese writings, as
well as the exact assignment of appropriate part-
of-speech labels to these words, including nouns,
verbs, conjunctions, and others. By implementing
this procedure, the conventional task of manual
labelling can be efficiently alleviated, leading to

notable enhancements in both labelling efficiency
and accuracy. The progress of this technology not
only facilitates the processing of ancient Chinese
texts, but also exerts a significant influence on inter-
connected disciplines, including literature, history,
philology, and digital humanities.

The maturation of ancient Chinese automatic
word segmentation and part-of-speech tagging tech-
nologies is occurring with the ongoing advance-
ment of computer technology. Nevertheless, the
current utilisation of these methodologies is con-
fronted with two distinct obstacles as a result of the
numerous distinctive characteristics of ancient Chi-
nese. Firstly, it is worth noting that there remains
potential for enhancing the precision of word seg-
mentation and part-of-speech labelling in the con-
text of ancient Chinese. While several technologies
currently available have the capacity to partially
substitute manual labelling, their level of accuracy
falls short of totally replacing manual labelling.
Consequently, a significant amount of proofread-
ing labour is necessary during the later stages. Sec-
ondly, there is a need for additional enhancement
in the effectiveness of word segmentation and part-
of-speech tagging in the context of ancient Chinese.
The prevailing approach involves conducting word
segmentation as the initial step, followed by part-
of-speech tagging. Nevertheless, this sequencing
will result in diminished processing efficiency and
has the potential to propagate errors in word seg-
mentation to the subsequent part-of-speech tagging
phase, so exacerbating the influence of these errors
and subsequently diminishing overall accuracy.

This paper utilizes the Word2Vec model to in-
corporate the radical information of Chinese char-
acters. It proceeds to train the Radical2Vec model
and combines it with SikuRoBERTa to form the
Embedding layer. Subsequently, the BILSTM-CRF
neural network is connected to conduct an experi-
ment on the integration of word segmentation and
part-of-speech tagging in ancient Chinese. The
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utilization of ancient Chinese word segmentation
and part-of-speech tagging facilitates the explo-
ration of profound insights within ancient texts,
thereby advancing the digital advancement and uti-
lization of these texts. Furthermore, it contributes
to the preservation and progression of ancient liter-
ary works.

2 Related Work

The co-examination of automatic word segmenta-
tion and part-of-speech tagging in the context of an-
cient Chinese is a common area of research. Huang
(2002) conducted a study on part-of-speech tagging
in ancient Chinese using the hidden Markov model.
They applied this model to analyze "The Analects
of Confucius" and "Tao Te Ching". Although the
study employed a set of 22 part-of-speech tags, it
made significant contributions to the field. In their
study, Fang (2009) developed a text segmentation
program called Yu Segmentation Program. The
researchers focused on ancient books such as "The
Classic of Tea" and employed a model algorithm
that utilized tree pruning to achieve efficient text
segmentation of these classical texts. The F1 score
for word segmentation has been reported to be ap-
proximately 86% by Min Shi (2010). A compara-
tive experiment was conducted to evaluate the per-
formance of the Conditional Random Fields (CRF)
model in the tasks of automatic word segmentation,
part-of-speech tagging, and integration of ancient
Chinese. Both features and integrated processing
contribute to the enhancement of the F1 value. Run-
hua Xu (2012) proposed a method that utilizes
structured annotations to enhance the word seg-
mentation process. In their study, Shuiqing Huang
(2015) employed the CRF model to analyze word
categories, phonetics, and probability features. No-
tably, their analysis yielded a remarkable F1 value
of 97.47%. According to the study conducted by
Xiaoyu Wang (2017), This paper examines the is-
sue of automatic word segmentation in Middle An-
cient Chinese by employing a combination of the
CRF model and a dictionary. It also investigates
the impact of inconsistent word segmentation on
the results of artificial word segmentation in Mid-
dle Ancient Chinese through experimental analy-
sis. Additionally, the paper introduces character
classification as part of the research methodology.
The dictionary information exhibits two notable
features. Firstly, the word segmentation F1 value
achieved a remarkable accuracy rate of over 99%

in the closed test. Secondly, in the open test, the
word segmentation F1 value ranged between 89%
and 95%, further highlighting the effectiveness of
the dictionary information. Ning Cheng (2020)
employed the Word2Vec-BiLSTM-CRF model to
investigate the amalgamation of part-of-speech tag-
ging for sentence segmentation and part-of-speech
analysis in ancient Chinese texts.

Numerous studies have been conducted on the
utilization of vector representations of strokes,
parts, components, and radicals to facilitate Chi-
nese information processing, both in contemporary
and ancient contexts. In their study, Tao (2019)
introduces a new model called Dual-channel Word
Embedding (DWE) that aims to effectively capture
both sequential and spatial information of charac-
ters. The author argues that this model demon-
strates a logical and advantageous approach in rep-
resenting the morphology of Chinese language. In
their study, Zhang (2021) presents a novel model
called the Feature Subsequence based Probability
Representation Model (FSPRM) for the purpose of
acquiring Chinese word embeddings. The model
incorporates both morphological and phonetic fea-
tures, specifically stroke, structure, and pinyin, of
Chinese characters. By designing a feature sub-
sequence, the model captures a wide range of se-
mantic information pertaining to Chinese words.
The efficacy of the proposed method is substanti-
ated through a series of comprehensive experiments
conducted on various tasks including word analogy,
word similarity, text classification, and named en-
tity recognition. The results of these experiments
consistently indicate that the proposed method sur-
passes the performance of the majority of existing
state-of-the-art approaches. In the study conducted
by Shi (2015), a novel deep learning technique
referred to as "radical embedding" is introduced.
The author provides a rationale for this approach
by drawing upon principles derived from Chinese
linguistics. Furthermore, the feasibility and useful-
ness of this technique are assessed through a series
of three experiments. In their study, Yu (2017)
presents a method for simultaneously embedding
Chinese words, characters, and subcharacter com-
ponents at a detailed level. The performance of our
model is shown to be superior through evaluation
on both word similarity and word analogy tasks.
In their study, Han (2018) utilized a shared radical
level embedding approach to address the task of
Simplified and Traditional Chinese Word Segmen-
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tation. Notably, their method does not require any
additional conversion from Traditional to Simpli-
fied Chinese. The integration of radical and charac-
ter embeddings results in a reduction in parameter
count, while facilitating the sharing and transfer of
semantic knowledge between the two levels. This
integration significantly enhances performance. In
their recent publication, Tang (2021) introduces
a pioneering model named Moto, which aims to
enhance embedding through the incorporation of
multiple joint factors. The empirical findings in-
dicate that our Moto model attains state-of-the-art
performance with an F1-score of 0.8316, represent-
ing a 2.11% improvement, when applied to Chinese
news titles. Furthermore, it achieves an accuracy of
96.38 (a 1.24% improvement) on the Fudan Corpus
dataset and 0.9633 (a 3.26% improvement) on the
THUCNews dataset. Among the various research
endeavors, the investigation into the utilization of
radical vectors stands out as the most prominent.
On one hand, this phenomenon can be attributed
to the relatively straightforward acquisition of the
corresponding relationship data between Chinese
characters and their radicals. On the other hand,
the inclusion of radical vectors has been found to
enhance the efficacy of Chinese information pro-
cessing tasks.

It is evident that among the aforementioned stud-
ies, only one specifically addresses the topic of
ancient Chinese classical Chinese, with a specific
focus on automating sentence segmentation tasks.
The absence of vector representations for strokes,
parts, components, and radicals in ancient Chinese
information processing has the potential to enhance
the morphology of ancient books. This article en-
deavors to analyze the impacts of research. This
study exclusively focuses on the radical vector rep-
resentation and application of ancient Chinese char-
acters, primarily due to limited resources.

3 Model Architecture
3.1 Embedding

The embedding layer, also known as the input layer,
is a fundamental component in neural network ar-
chitectures. It is responsible for transforming input
data into enhancing the caliber of vectorized repre-
sentation of historical Chinese text within the cod-
ing layer of the model constitutes a pivotal aspect
in advancing the automated processes of sentence
segmentation and word segmentation in ancient
Chinese. In order to utilize natural language as in-

put for the neural network model, it is necessary to
convert it into a vector representation. The BERT
model, constructed by Transformer’s bidirectional
encoder, is currently one of the most advanced tech-
nologies for language vector representation. There-
fore, this research has opted to utilize the BERT
model. The SikuRoBERTa model serves as the
foundational approach for generating vector repre-
sentations of Chinese characters. SikuRoBERTa is
a vector representation model developed by Wang
Dongbo et al. that is specifically designed for an-
cient Chinese. This model is built upon the BERT
architecture. The training corpus utilized in this
study is the renowned Wenyuange "Siku Quanshu"
collection, which consists of approximately 500
million word instances. The word list encompasses
a total of 21,128 characters.

The exclusive reliance on Chinese character vec-
tors is insufficient in fully capturing the interrela-
tionships among Chinese characters. It is impera-
tive to delve into a comprehensive characterization
of the intrinsic information embedded within Chi-
nese characters. Chinese characters are a form of
semantic and phonetic characters, wherein the radi-
cals, components, and even strokes of these char-
acters possess a certain capacity to convey mean-
ing. Hence, in the domain of character-based se-
quence labeling, the inclusion of semantic informa-
tion from these entities is frequently employed to
enhance the precision of lexical analysis. precision.
Firstly, it is imperative to differentiate between the
four concepts of strokes, parts, component, and rad-
icals of Chinese characters. This article aligns with
the principles outlined in "A General Theory of
Modern Chinese" edited by Jingmin Shao (2017).

(1) The stroke represents the fundamental build-
ing block of regular script glyphs.

(2) The part refers to a unit of character con-
struction in the Chinese writing system. It is com-
prised of strokes, can be utilized autonomously, and
serves the purpose of constructing Chinese charac-
ters. Components can also be considered as units
of word formation that are derived through one or
more segmentations of the complete word.

(3) The component refers to the structural com-
ponent obtained through a single segmentation
of the combined character using the dichotomy
method.

(4) The radical is component or subcomponent
that can combine to create characters in groups.
The characters that share a common component
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are grouped together in the "character set", with
this component being positioned at the forefront as
the leading unit. This arrangement serves as the
foundation for character retrieval.

Using the character "I5f" as a case study, Table 1
reveals the presence of a shared denotative symbol
"H" in the parts, components, and radicals of "[f".
This symbol serves as a pictograph, also known
as a meaning, for "K" characters. However, it is
important to note that there is no direct and exclu-
sive correspondence between the pictographs and
radicals found in Chinese characters. In certain
instances, the complete representation of a Chinese
character necessitates the inclusion of all its con-
stituent components or radicals. For instance, the
pictograph for the character "[[]" is denoted by the
combination of "[7" and "E5", which collectively
convey the meaning of door. This character "f&",
in turn, signifies "A".

Word building unit  Composition of "Ff"
strokes
parts HL~r
components H<F
radicals H

Table 1: The strokes, parts, components and radicals of
HH#H

This paper establishes a mapping between fonts
and radicals based on a dataset comprising over
70,000 Chinese characters and their correspond-
ing radicals. Subsequently, the ancient Chinese
traditional corpus known as "Siku Quanshu" is con-
verted into radicals using the established mapping
relationship between fonts and radicals. Please
refer to Figure 1. This study utilizes the radical cor-
pus and employs the Word2Vec training method-
ology to train the Radical2Vec model, which rep-
resents radical vectors. The Word2Vec algorithm
is widely recognized as a prominent method for
training word vectors. It effectively maps words or
radicals onto a continuous vector space, enabling
the identification and representation of semantic
and morphological similarities among them. By
utilizing the Radical2Vec model that has under-
gone rigorous training, it is possible to acquire the
vectorized representation of individual radicals.

While the radical vector does contain internal
information pertaining to Chinese characters, its
informational capacity is restricted. Consequently,
it cannot serve as a standalone vector representa-
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Figure 1: Transformation from traditional Chinese cor-
pus to radical corpus

tion for Chinese characters, necessitating its utiliza-
tion in conjunction with word vectors. There exist
two methods for integrating character vectors and
radical vectors. The first approach involves con-
catenating the radical vectors and character vectors
to form extended vectors, which are subsequently
fed into a Bidirectional Long Short-Term Memory
(BiLSTM) feature extractor. The second method
entails combining the radical vectors and character
vectors without further elaboration. The vectors
are inputted into two distinct BILSTM feature ex-
tractors, with the exception of the hidden size, the
hyperparameters of these two feature extractors re-
main consistent. In conclusion, it is imperative to
meticulously adjust the hyperparameters in order
to achieve the most optimal radical vector represen-
tation model and input methodology.

3.2 Neural Networks

The neural network layer is connected subsequent
to the Embedding layer. The neural network ar-
chitecture comprises two distinct layers, BiLSTM
layer and CRF layer.

The BiLSTM is a type of neural network that
incorporates bidirectional long short-term memory
units. The recurrent neural network under consider-
ation possesses the capability to effectively model
sequential data. The BiLSTM model encompasses
both forward and backward directions, enabling the
simultaneous consideration of contextual informa-
tion. This characteristic renders it highly effective
for tasks involving sequence labeling. By utilizing
BiLSTM, the model is able to acquire a greater
amount of global semantic information.

The CRF model, also known as the conditional
random field, is a statistical model used in machine
learning and pattern recognition. The proposed ap-
proach is a statistical model designed for sequence
labeling tasks, with the capability to optimize the
labeling results on a global scale. Given that the
output of the BiLSTM model is a probability ma-
trix, it can be observed that the outcomes at each
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time step are mutually independent. Consequently,
the impact of the preceding label on the current
label cannot be taken into account. To address this
issue, the current innovation opts for CRF model
and integrates it following BiLSTM model. The
CRF is a graph model that can be used to represent
the joint probability distribution of a label sequence
given an observation sequence. It is commonly em-
ployed to enforce constraints on the labeling results
produced by BiLSTM model, ensuring that the out-
put labels adhere to the rules of a valid sequence.
Furthermore, the CRF can also be utilized to com-
pute the optimal solution of the BiLSTM output
sequence, thereby enhancing the effectiveness of
sequence labeling.

The Embedding layer incorporates both word
vectors and radical vectors, resulting in the for-
mation of two distinct model structures when the
neural network is spliced. These structures are il-
lustrated in Figure 2 and Figure 3. Based on the
analysis of Figure 2 and Figure 3, it is evident
that the two input methods for radical vectors ex-
hibit distinct characteristics. The former approach
involves the concatenation of word vectors and rad-
ical vectors within the embedding layer, requiring
the construction of a set of hidden layers using BiL-
STM. Conversely, the latter method necessitates
the integration of radical vectors with other com-
ponents. The word vector and radical vector are
separately fed into two distinct BILSTM hidden
layers in order to generate two sets of BiILSTM
feature vectors. These LSTM feature vectors are
subsequently concatenated.

4 Integrated Labeling Strategy

The tasks of Chinese automatic word segmentation
and part-of-speech tagging are typically performed
independently, with the outcome of automatic word
segmentation serving as the foundation for part-of-
speech tagging. Hence, the general approach in
Chinese lexical analysis involves the sequential
implementation of automatic word segmentation
followed by part-of-speech tagging. The concept
of integrated tagging can be attributed to Shuanhu
Bai (1996), who proposed a combined approach
for word segmentation and part-of-speech tagging
to address the issue of ambiguous domains in con-
temporary Chinese automatic word segmentation.
However, Shuanhu Bai did not conduct a compre-
hensive assessment of the practicality of integrated
tagging. Ng (2004) provide a comprehensive anal-

ysis of the viability of integrated tagging in their
scholarly work. The authors conducted a compar-
ative analysis of two strategies for Chinese word
segmentation, namely part-of-speech tagging and
integrated tagging, using the maximum entropy
model. The findings indicate that the integrated
method, which relies on word annotation, demon-
strates superior performance. The initial utilization
of the integrated tagging method in the domain of
ancient Chinese can be attributed to the research
conducted by Min Shi (2010). The CRF model
was employed to carry out experiments on word
segmentation and part-of-speech tagging for Pre-
Qin Chinese. The findings of the study indicated
that the integrated strategy was effective. In com-
parison to the two-step strategy, it demonstrates a
notable enhancement in the efficacy of word seg-
mentation and part-of-speech tagging. Hence, this
study also employs an integrated labeling approach.
To achieve integrated labeling, the output label of
each word is determined by combining the word’s
position and its corresponding part of speech. The
lexical tagging system for word position informa-
tion consists of a set of four lexemes: B for begin,
I for middle, E for end, and S for a single word.
The "Basic Collection of Pre-Qin Chinese Parts of
Speech Tags" prescribes the use of part-of-speech
tags. For instance, the tag "v" is employed to in-
dicate verbs, while the tag "n" is used to indicate
nouns, among others. The hyphen (-) serves as
a connector between the lexeme marker and the
part-of-speech marker. An illustration of this can
be seen in the token B-v, which represents a word
that initiates a verb.

S Experiment

5.1 Dataset

The selection of "Zuo Zhuan" as the experimental
corpus is based on the following rationales: The
"Zuo Zhuan" holds the distinction of being the inau-
gural chronicle history book in our nation’s history,
encompassing a comprehensive narrative. Further-
more, it boasts the highest word count among all
pre-Qin literature publications. The extensive body
of literature, consisting of over 200,000 charac-
ters, is well-suited for conducting automated word
segmentation and part-of-speech tagging experi-
ments on ancient Chinese through the application
of deep learning techniques. Furthermore, the re-
liability of the electronic corpus of "Zuo Zhuan"
utilized in this study is reasonably assured. In ad-
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Figure 2: The first input method of radical vector

dition to addressing punctuation and collation, the
research group also examined the matter of variant
texts in relation to Yang Bojun’s (1990) work titled
"Spring and Autumn Zuozhuan Zhuan". Further-
more, our research team has conducted artificial
segmentation and tagging of the electronic corpus
of "Zuo Zhuan". The aforementioned tagged cor-
pus exhibits a commendable level of quality and
is deemed appropriate for utilization as an exper-
imental corpus. In their respective studies, Min
Shi (2010), Chengming Li (2018), and Ning Cheng
(2020) employed the "Zuo Zhuan" as the corpus
for conducting automated lexical analysis of an-
cient Chinese. In order to facilitate a meaningful
comparison with their experimental findings, it is
imperative for this study to employ the identical
"Zuo Zhuan" annotated corpus during the experi-
mentation process.

Hence, the partitioning of the "Zuo Zhuan"
dataset in this study aligns with the experimen-
tal design of the baseline model. Specifically, the
initial ten volumes of "Zuo Zhuan" serve as the
training corpus, while the final two volumes are
utilized as the test corpus. Table 2 displays the
precise scale of the experimental set.

Dataset Tokens Types
Training set 194,995 166,141
Test set 33,298 28,131

Table 2: "Zuo Zhuan" training set and test set size

Among the datasets, the ratio of word case oc-
currences in the training set to the test set is approx-
imately 5.86, while the ratio of overall word case
occurrences is approximately 5.91. In general, the
training set is approximately six times larger than
the test set in terms of size ratio.

This study employs the conventional word tag-
ging technique to accomplish the task of automated
lexical analysis. To do so, we must develop a tag
set that is suitable for both word segmentation and
part-of-speech tagging tasks.

5.2 Equipment and Environment

The model employed in this study was constructed
using the PyTorch 1.7.1 framework, with the pro-
gramming language of choice being Python 3.8.
Regarding the system configuration, the central pro-
cessing unit (CPU) employed is the Intel i7-13700F
operating at a clock speed of 2.90GHz. The mem-
ory capacity of the system amounts to 64GB, while
the graphics processing unit (GPU) utilized is the
NVIDIA GeForce RTX 4090. Furthermore, the
memory size associated with the GPU is 24GB.
This particular system configuration has the capa-
bility to guarantee both the efficiency and speed of
model training.

5.3 Hyper-parameters

Radical2Vec can be described as a vector represen-
tation model that captures the essence of ancient
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Chinese radicals. This model is constructed by ap-
plying the Word2Vec training method to a radical
corpus sourced from "Siku Quanshu," which con-
tains over 700 million word examples. During the
training process of Word2Vec models, it is common
to encounter the need for adjusting four key hyper-
parameters. These hyperparameters include the
choice of training algorithm, which encompasses
both Continuous Bag of Words (CBOW) and Skip-
Gram methods, as well as the feature vector dimen-
sion, the number of iterations, and the window size.
The CBOW model is a technique that utilizes con-
textual information to predict the current word or
words as part of a training task. On the other hand,
the Skip-Gram model is a method that employs the
current word or words to predict the surrounding
context as part of a training task. The training tasks.
The dimension of the feature vector is a crucial
parameter in the Word2Vec model as it dictates the

size of the vector representation for words or radi-
cals in the continuous space. The term "number of
iterations" pertains to the frequency at which the
corpus is traversed during the training process. In
each iteration, the parameters of the model will be
updated in order to optimize the vector representa-
tion of words or radicals. The term "window size"
pertains to the maximum distance separating the
context and the present word (or words), thereby
determining the extent of the context. This paper
combines various hyperparameter selections as out-
lined in Table 3 and conducts an initial experiment
for parameter tuning.

This study initially selects the initial splicing
technique of word vector and radical vector, and
proceeds to conduct a comparative experiment on
the training algorithm. Initially, the CBOW and
Skip-Gram models underwent training with vector
dimensions of 128, 256, and 512, respectively. This
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Hyperparameters Value
training algorithm CBOW/Skip-Gram

vector dimension 128/256/512/768
iterations 5/10/15/20/25
window size 3/4/5/6/7/8

Table 3: Hyperparameters for Radical2Vec Model
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Model name Word segmentation POS tagging
CBOW-128d 95.73 91.54
CBOW-256d 95.56 91.45
CBOW-512d 95.75 91.65
Skip-128d 95.58 91.38
Skip-256d 95.73 91.35
Skip-512d 95.63 91.35

Figure 5: The performance of CBOW-512d at different
iterations when the window size is 5

training does not significantly contribute to word
segmentation; however, it does enhance the effi-

Table 4: F1 value (%) of CBOW and Skip-Gram models
with different radical vector dimensions

training was conducted with iteration number 10
and window size 5. The resulting models were la-
beled as CBOW-128d, CBOW-256d, CBOW-512d,
Skip-128d, Skip-256d, and Skip-512d. Next, em-
ploy the initial radical vector input approach to
carry out a comprehensive experiment involving
word segmentation and part-of-speech tagging on
the "Zuo Zhuan" dataset. The empirical findings
are presented in Table 4.

Figures 4 and 5 display the performance of
CBOW-512d across various iterations with a win-
dow size of 5, as well as the performance of CBOW-
512d across different window sizes with a fixed
number of iterations at 10. These figures aim to
investigate the impact of the number of iterations
and window size on the model’s influence.
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Figure 4: The performance of CBOW-512d at different
iterations when the window size is 5

The chart illustrates that the CBOW-512d model
demonstrates the most favorable outcome. Ad-
ditionally, the Word2Vec method’s radical vector

cacy of part-of-speech tagging. The Skip-Gram
approach is not deemed appropriate for the train-
ing of radical vectors. To ascertain the potential
enhancement of the model’s performance with a
larger radical vector dimension, this study employs
the Continuous Bag-of-Words (CBOW) approach
to train a model with a vector dimension of 768,
referred to as CBOW-768d. In comparison to the
CBOW-512d model, the integrated tagging of this
model exhibits a decrease of 0.1 in the F1 value for
word segmentation and a decrease of 0.17 in the F1
value for part-of-speech tagging.

In general, the selection of the CBOW training
method and the configuration of a vector dimension
of 512 are deemed more suitable. This study made
adjustments to the number of iterations and window
size of CBOW-512d, based on the given rationale.
Based on the findings presented in Figure 4 and
Figure 5, this study ultimately determines that the
optimal number of iterations for CBOW-512d is
10, while the most effective window size is 5. The
model is referred to as Radical2Vec.

5.4 Vector Composition

The preceding data represents the performance of
Radical2Vec in the initial approach of radical vec-
tor input, wherein the word vector and radical vec-
tor are combined and fed into a series of BILSTM
hidden layers to produce LSTM feature vectors. In
this particular instance, there is a slight enhance-
ment observed in the impact of part-of-speech tag-
ging. This study employs the Radical2Vec method-
ology to carry out experiments pertaining to the
second input modality. The experimental results
of the two input methods are presented in Table
??. The second input method of the radical vec-
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tor, Radical2Vec, exhibits minimal improvement
efficacy.

6 Evaluation

In this study, the Radical2Vec model was selected
as the representation model for ancient Chinese
radicals. The radical vector was combined with the
word vector and fed into the same set of BILSTM
hidden layers. This approach, referred to as the
first radical vector input method, was employed.
The incorporation of radical vectors enhances the
efficacy of part-of-speech tagging; however, its
impact remains somewhat constrained.

To assess the impact of the model proposed
in this research paper, the evaluation metrics em-
ployed include accuracy rate (P), recall rate (R),
and harmonic mean (F1). The model presented
in this study is then compared to the outcomes
achieved by participating teams in the open test
TestA of the first international ancient chinese word
segmentation and pos tagging bakeoff(Li et al.,
2022). The findings are juxtaposed, as illustrated
in Table 6. The training and test sets utilised in
this study align with the evaluation dataset. Fur-
thermore, the training approach and outcome statis-
tics presented in this article adhere to the criteria
outlined for open evaluation. Consequently, the
model’s computational findings can be compared
to the evaluation results to assess its impact on
word segmentation and part-of-speech tagging.

7 Discussion

Innovation can improve ancient Chinese word seg-
mentation and part-of-speech labeling. Reasons
include these. Ancient Chinese radicals are related
with form and meaning. The word segmentation
and part-of-speech tagging model captures ancient
Chinese character structural similarities better by
integrating radical information. The resemblance
helps the model reliably identify and categorize
ancient Chinese characters, improving word seg-
mentation precision. Radicals also relate to ancient
Chinese character semantics. Radical information
helps the model learn radical semantics and apply
them to part-of-speech labeling. Some radicals as-
sociate with nouns, whereas others with verbs or
adjectives. Semantic information can improve part-
of-speech labeling. Ancient Chinese word segmen-
tation and part-of-speech tagging require knowl-
edge of ancient literature and culture. Radicals are
a vital part of ancient Chinese characters. Innova-

tive information improves the word segmentation
and part-of-speech tagging model’s understanding
of historical manuscripts’ lexicon and expressions,
improving ancient Chinese language processing
computational capabilities.

Lexical analysis is better with integrated tagging.
The integrated labeling technique reduces category
labels during multi-classification tasks like lexical
analysis. This improves lexical analysis. This work
uses the four-lexeme tag set for automatic word
segmentation and 21 part-of-speech tags for tag-
ging. Integrated tagging reduced the training set of
"Zuo Zhuan" to 59 integrated tags. Strategy has 84
category labels. This is because ancient Chinese
auxiliary words (u), quantifiers (q), and concurrent
words (j) were single-character terms. These lin-
guistic elements are only combined with the single-
word marker (S), not with beginning (B), medial
(D), or final (E) markers. The "Zuo Zhuan" dataset
contains terms without three-character words. This
applies to prepositions, adverbs, modal particles,
and onomatopoeia. This method reduces class la-
bels further by adding in-word (I) tagging. Certain
characters vary and limit the part-of-speech scope
of their words on different lexemes. This limits
character consequences. Thus, the integrated tag-
ging technique integrates external knowledge and
automated processing by leveraging the interrelated
and complimentary nature of word segmentation
and part-of-speech information. Thus, this study
labels everything.

8 Conclusion

This study employs deep learning techniques to
extract the radical information of Chinese charac-
ters, thereby achieving the integration of automatic
word segmentation and part-of-speech tagging in
ancient texts. This study utilizes a dataset com-
prising over 70,000 Chinese characters and their
corresponding radicals to establish a correlation
between fonts and radicals. Additionally, it em-
ploys the Radical2Vec model to train a radical vec-
tor representation. An experiment was conducted
on the "Zuo Zhuan" dataset to examine the inte-
gration of word segmentation and part-of-speech
tagging, utilizing the SikuRoBERTa-Radical2Vec-
BiLSTM-CRF model in conjunction with the orig-
inal SikuRoBERTa. The model’s automatic word
segmentation achieved an F1 value of 95.75% on
the test set, while the automatic part-of-speech tag-
ging achieved an F1 value of 91.65%. The present
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Input Method Task P R F1
First Word Segmentation 95.52 9597 95.75
POS Tagging 91.44 91.86 91.65
Second Word Segmentation 95.38 95.85 95.61
Word Segmentation 91.08 91.53 91.31

Table 5: The integrated labeling effect of Radical2Vec on the two input methods (%)

. Word segment POS Tagging

Evaluation P R i P R i
FDU 95.81 96.88 96.34 92.05 93.07 92.56
95.73 96.84 96.28 91.88 9294 9241
ZNNU 92.78 90.18 9146 8897 8648 87.71
HIT 91.2 9349 9233 8541 87.56 86.47
91.09 9341 9224 8527 8745 86.35
BLCU 9091 924 91.65 8355 8492 84.23
90.56 92.29 9141 83.13 84.72 83.92
NJUPT 78.14 86.31 82.02 5735 6335 60.2
This article 95.52 9597 95.75 9144 91.86 91.65

Table 6: Comparison between the model in this paper and the results of the evaluation teams (%)

study introduces an integrated model that utilizes
radicals for word segmentation and part-of-speech
tagging in ancient Chinese. This model demon-
strates a high level of performance, significantly
enhancing the efficiency and accuracy of tagging
ancient book corpora. Consequently, it facilitates
the digitization process of ancient books and ac-
tively contributes to the advancement of research
in this field. The topic of discussion pertains to the
concepts of inheritance and development.
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Abstract

The study of Sumerian texts often requires do-
main experts to examine a vast number of ta-
bles. However, the absence of user-friendly
tools for this process poses challenges and con-
sumes significant time. In addressing this is-
sue, we introduce an open-source library that
empowers domain experts with minimal techni-
cal expertise to automate manual and repetitive
tasks using a no-code dashboard. Our library
includes an information extraction module that
enables the automatic extraction of names and
relations based on the user-defined lists of name
tags and relation types. By utilizing the tool
to facilitate the creation of knowledge graphs,
which is a data representation method offering
insights into the relationships among entities in
the data, we demonstrate its practical applica-
tion in the analysis of Sumerian texts.

1 Introduction

The study of Sumerian texts offers a valuable op-
portunity to gain insights into the earliest written
languages and its associated historical context. As-
syriologists have conducted studies such as proso-
pography (Jacobs, 2007; Dahl, 2007; Liu, 2021)
and social network analyses (Kulikov et al., 2021;
Pottorf, 2022) on these texts, enabling a deeper un-
derstanding of administrative and economic history
as well as the involved families and individuals dur-
ing the Ur III period (ca. 2112-2004 BC). Howeyver,
this type of studies often necessitates the identi-
fication of named entities and their relationships
within a specific timeframe, demanding domain
experts to meticulously examine a vast number of
ancient Sumerian tablets. This process can be time-
consuming and challenging.

Currently, non-technical users primarily depend
on SQL and Excel to perform repetitive tasks such
as manually locating and recording instances of in-
dividuals and their relationships across tablets. Not
only does this result in a less intuitive interface,

but it also is not scalable. Additionally, given that
Sumerian is a low-resource language, the availabil-
ity of dedicated software tools is scarce, limiting
scholars’ access to user-friendly NLP (natural lan-
guage processing) toolkits.

To address these issues, we introduce an open-
source library that facilitates the seamless integra-
tion of processing and NLP models, thereby en-
abling more comprehensive and expedited analy-
sis of Sumerian texts. The library consists of two
key components: a pipeline and a dashboard. Cur-
rently the pipeline provides functionalities for data
processing and information extraction, equipping
users with the necessary tools to build robust and
efficient software solutions. The dashboard offers
a user-friendly interface which requires minimal
technical preparing for domain experts to automate
their workflow in analyzing Sumerian tablets, ulti-
mately accelerating their research progress.

2 Related Work

There are existing tools that process or perform
NLP tasks tailored for specific tasks such as Ma-
chine Translation (Pagé-Perron et al., 2017; Punia
et al., 2020) and Sumerian text annotation (Tablan
et al., 2006; Smith, 2010; Liu et al., 2015; Luo et al.,
2015; Chiarcos et al., 2018). Most notably, the
Cuneiform Digital Library Initiative (CDLI) hosts
several repositoriesthat process Sumerian in vari-
ous data formats such as CoNLL-U and RDF (Re-
source Description Framework), and perform vari-
ous NLP tasks. Although these tools may provide
versatility for different tasks, they require adequate
technical knowledge for modifying their utilization.
Without such expertise, modifying these resources
to accommodate the diverse requirements of As-
syriology can be daunting. Therefore, the need
for a more accessible platform becomes apparent,
underscoring the importance of our work in this
space. To the best of our knowledge, no existing
dashboard currently allows scholars to easily uti-
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Figure 1: Architecture of the system.

lize tools or scripts specifically designed for the
analysis of Sumerian tablets.

3 System Description

3.1 System Architecture

Fig. 1 illustrates our system’s structure. It features
a dashboard interface for users to upload their own
data such as tablets or a customized list of named
entity tags used by the backend pipeline. The back-
end pipeline handles user requests, such as data
annotation, entity extraction or relation extraction,
using specific library components which can be
configured by the users on the fly. Additionally,
users can create knowledge graphs, stored in a
Neo4j database, leveraging the system’s entity and
relation extraction capabilities.

The library, accessible via this link! is designed
to enable researchers to seamlessly integrate their
workflow into our pipeline for their specific use
cases. While the implementations are still relatively
preliminary, the modular nature of the components
involved ensures their adaptability for a wide range
of applications. In the following sections, we will
provide detailed descriptions of each component
we have developed.

3.2 CDLI Extractor

The entry point to the pipeline is the CDLI Ex-
tractor, comprising three components: ATF (a

"https://github.com/WWU-Sumerian-NLP

text markup format used by CDLI to describe
inscriptions on Cuneiform tablets and other ar-
tifacts) (Robson, 2014) Parser, Transliteration
Cleaner, and ATF Normalizer. This component
is built to load and process tablets from the CDLI
repository, which are written in ATF.

ATF Parser reads tablets in ATF format and
stores it into an internal data structure that pre-
serves all metadata, tablet content and positional
information. For now, we support data from CDLI
which has tablets in ATF format. Other formats ex-
ist such as Open Richly Annotated Cuneiform Cor-
pus (ORACC) (Robson, 2014) and the Database of
Neo-Sumerian Texts (BDTNS) (Molina, 2002) for
which we plan to offer support.

Transliteration Cleaner then handles broken
tablets and normalizes transliterations to follow a
specific format. For example, for the transliteration
of “1(disz)”, we may want this to map simply to
“1” because the meaning is intact but it is easier for
us to process.

ATF Normalizer aims to establish a standard-
ized format enabling the uniform processing of data
from diverse sources, including CDLI, ORAAC,
and BTDNS. Currently, this component normalizes
CDLI data to a unified format, with plans to extend
its functionality to standardize data formats from
other sources.

Fig. 2 shows a working example of this module.
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Figure 2: A working illustration of the CDLI Extractor. The ATF parser takes a CDLI tablet and parses and stores
it into an internal data structure. The Translit Cleaner then performs cleaning on numeric symbols, damaged
annotations, and annotator’s correction or guesses markers. Finally, the Normalizer standardizes transliterations

from various tablet sources.

3.3 Information Extractor

As named entities and entity relationships are of-
ten the key information for Sumerian text analysis,
our Information Extractor module currently con-
tains two modules: Entity Extractor and Relation
Extractor.

Entity Extraction We use a simple approach
based on string matching. In this process, each
word is examined, and target words are labelled
with entity types drawn from a list of known enti-
ties (Bansal et al., 2021). As aforementioned, the
pipeline is designed to be flexible, allowing users
to input a customized list of named entity labels to
be processed. While simple, this approach effec-
tively automates the manual annotation work and
establishes a centralized platform to leverage the
annotated data for downstream tasks. Future itera-
tions will port existing Named Entity Recognition
models to our library and provide them as option
to users.

Relation Extraction It involves finding connec-
tions between entities. The process involves the ap-
plication of user pre-defined rules for relations us-
ing regular expressions. The pipeline allows users
to define and pass a list of regular expressions for
the system to search through.

3.4 Dashboard for Non-technical Users

A No-Code Dashboard To facilitate the use of our
library, we have developed a user-friendly dash-
board that enables users to view, modify, and up-
load their data (see Fig. 3). It currently supports the
following features: 1) Upload, add or delete entity
names with their corresponding entity tag. 2) De-
fine relation types with specific pattern rules. Our

application takes these patterns, iterate through all
data, and display the results to the user. 3) Config-
ure different components within the pipeline. For
example, users could configure ATF parser to filter
by tablet metadata such providence or by broken
tablets. 4) Search or filter for the results of each
components output. 5) Download data or use the
relationship tab to feed relations to a knowledge
graph stored in Neo4;j.

Server Architecture We have a server in place
that acts as an intermediary between our dashboard
and NLP libraries. Our server’s backend imports
our NLP libraries to use for each task and stores
data in a relational database to maintain the state
of data across multiple services. For server im-
plementation, we use the Mux library in Go. The
dashboard is designed for easy extension. To sup-
port a new tab for a service, users only need to
create a new form in the frontend, add an entry in
our server’s database, and create a corresponding
endpoint in our backend that uses the service. We
are also developing features that will allow users to
access their own Sumerian tablets for a variety of
downstream tasks.

4 Evaluation and Implementation
Considerations

We aim to create reproducible, replicable tools that
can be easily customized and interchanged within
the Assyriologist community. This is reflected in
our pipeline architecture which will allow for the
seamless integration of various components, en-
abling users to modify and adapt the tools accord-
ing to their specific needs. This modularity not only
promotes the reuse and repurposing of individual
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Figure 3: Dashboard interface designed for the streamlined data upload and knowledge graph generation through
interactive widgets: “Entities”, “Relation_Types”, and “Relationships”. With the “Entities” widget, users can input
entity lists with tags, triggering entity extraction across their dataset. Extracted entities are then cataloged in a

database and displayed in a corresponding table.

components but also encourages collaboration and
knowledge sharing within the Assyriologist com-
munity.

Our decision to utilize the Go programming lan-
guage, is primarily motivated by its speed. It offers
up to a 30-fold speed increase, resulting a highly re-
sponsive user dashboard. For example, tasks such
as entity extraction, which could require 5-20 min-
utes in Python, now demand only 1-5 seconds in
Go. As we continue to introduce more customiza-
tion options, algorithms and features, maintaining
this speed becomes essentials for a good user ex-
perience. Furthermore, this efficiency extends to
server interactions, ensuring swift communication
between the frontend and backend.

5 Use Case: Creating Knowledge Graphs
with Our Tools

Knowledge graphs serve as a powerful tool for rep-
resenting data as a network of interrelated entities,
enabling us to answer queries such as “who did
what to whom”. For illustrative purposes, we draw
upon the work (Liu, 2021) to demonstrate the use
of knowledge graphs in studying prosopography
of a family engaging in an animal delivery busi-
ness during the Ur III period. In this knowledge
graph, nodes represent entities such as people, an-

imals, and locations. Connections between nodes
depict relationships or actions, and each connection
is enriched with tablet metadata, including tablet
number, year, and region. For instance, the node
‘ARAD2-mu’ (a person) is connected to the node
‘sila4’ (lambs) with an edge labeled ‘delivers’. The
graph not only illustrates the volume of deliveries,
recipients, and geographic routes but also provides
a comprehensive view of individual interactions
over time and space. It gives insights into the net-
works of individuals and the broader prosopologi-
cal landscape, shedding light on societal structures,
relationships, and economic dynamics.

6 Conclusion and Future Work

This paper introduces an open-source library de-
signed to empower domain experts in processing
and analyzing Sumerian cuneiform tablets through
an no-code dashboard. The application of knowl-
edge graphs enhances the analysis via large-scale
entities and relation visualization. The current im-
plementation shows an initial but promising step in
accommodating configurable components that are
agnostic to various NLP tasks. As the pipeline’s
capabilities expand, we invite collaborations to
broaden its applications, potentially encompassing
a wider range of ancient Mesopotamian languages.
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Abstract
Based on the oracle bone glyph data in the

“ZhongHuaZiKu”database, this paper designs a
new input method coding scheme which is easy to
search in the database, and provides a feasible
scheme for the design of oracle bone glyph input
method software in the future. The coding scheme
in this paper is based on the experience of the past
oracle bone inscriptions input method design. In
view of the particularity of oracle bone inscriptions,
the difference factors such as component
combination, phonetic code and shape code ( letter )
are added, and the coding format is designed as
follows : The single component characters in the
identified characters are arranged according to the
format of “ structural code + pronunciation full
spelling code + tone code ” ; the multi-component
characters in the identified characters are arranged
according to the format of * structure code + split
component pronunciation full spelling code +
overall glyph pronunciation full spelling code”;
unidentified characters are arranged according to
the format of “ y + identified component
pronunciation full spelling + unidentified
component shape code ( letter ) ”.Among them,
the identified component code and the unidentified
component shape code are input in turn according
to the specific glyph from left to right, from top to
bottom, and from outside to inside. Encoding
through these coding formats, the heavy code rate
is low, and the input habits of most people are also
taken into account.

1 Previous design and inspiration of

oracle bone inscriptions input method

In the past, some scholars designed the input
method of oracle bone inscriptions from the
perspective of shape code in coding. For example,
Mr.Xu Song of Central China Normal University
developed a method in 1995, which applied 26
English letters and 9 Arabic numerals to
correspond to more than 500 characters in oracle

bone inscriptions, and realized the input of oracle
bone inscriptions by keyboard input characters. By
2012, researchers such as Li Qingsheng of Anyang
Normal University jointly developed an input
method of oracle bone inscriptions based on the
dynamic description library of oracle bone
inscriptions. On the basis of the coding and writing
specifications of modern Chinese characters, the
input side uses the dynamic description method to
describe the oracle bone inscriptions with directed
strokes and strokes, and combines the extended
coding area with the external description character
library. It is more effective to solve the input
problem of variant characters and unliteracy in
oracle bones.

Some scholars have developed image method,
visual input method and handwritten input method
from the perspective of non-coding to solve the
input problem of oracle bone inscriptions. In 1990,
Zhou Demin et al.of Henan University first
developed the Calculator Oracle Information
Processing System ( CJPS ), which laid an
important foundation for the subsequent research
and development of related input methods. In 2004,
Mr. Liu Yongge and Li Qingsheng of Anyang
Normal University developed a visual oracle bone
inscriptions input method. The principle of the
input method is to provide the input person with a
table of oracle bone inscriptions. The input person
selects the corresponding radicals contained
according to the oracle bone inscriptions that he
wants to input. The program presents the results
containing these radicals to the input person in the
form of candidates. The input person clicks on the
glyph he wants to input to complete the input. After
that, in 2020, Mr.Liu Yongge, Mr.Li Qiang and
others from the Key Laboratory of Oracle Bone
Inscription Information Processing of Anyang
Normal University jointly developed a new oracle
bone script handwriting input method. Based on
the latest research results of artificial intelligence
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deep leaming and convolutional neural network,
the oracle bone script recognition network and
recognition module were developed. The method
of using this input method is to operate the mouse
to write the oracle bone script that you want to
input to the virtual handwriting board to complete
the recognition of oracle bone script, and then
generate the glyph candidate, and then click the
candidate glyph to complete the input of oracle
bone script.

From the above content, there are two main
problems in the design of oracle bone inscriptions
input method in the past. On the one hand,
computer professionals only design the input
method of oracle bone inscriptions from the two
directions of shape code and non-coding, and do
not use phonetic code to participate in coding. The
reason is that phonetic code can not encode the
unidentified characters in oracle bone inscriptions.'
Whether it is from the perspective of speech or
keyboard input, most of us are used to associating
phonetic symbols with text . Considering that
people whose mother tongue is Chinese or people
whose mother tongue is not Chinese, the first thing
they learn when learning Chinese is the Chinese
pinyin scheme, we think that setting phonetic codes

in the input method coding is very
convenient. .From the perspective of ancient
Chinese characters , since oracle bone

inscriptions are already identified , they must have
a clear pronunciation. The commonly used
characters in oracle bone inscriptions are basically
identified glyphs, it is precisely these identified

glyphs that we often use when inputting characters .

According to these , we should not abandon the
phonetic code when designing input method
encoding .

On the other hand, the shortcomings of using
only shape code to encode are generally not
convenient for input learners to learn and use.
Some are used to input the roots to retrieve
alternative characters. This method is similar to the
five-stroke input method to split today’s regular
script characters, but its drawbacks are reflected in
the fact that the keyboard is as inconvenient for
users to master as the five-stroke input method. It
is not in line with the character theory for some

! Although “Yin Qi Wen Yuan” Data Platform
(http://jgw.aynu.edu.cn) has provided this input method, it
does not provide input method software that can be used away
from the website, so its coding principle is not clear.

oracle bone inscriptions, and it is not convenient to
distinguish the large number of variant characters
in oracle bone inscriptions. Some search for
alternative glyphs according to the method of
stroke input ( Nie Yanzhao and Liu Yongge .
2010.) , but most of the modern so-called strokes
are applicable to the glyph decomposition of Li and
Kai characters, while many of the more pictorial
characters in oracle bone inscriptions cannot be
described by the concept of strokes.For example,
the relatively representative glyphs of oracle bone

RN
inscriptions ¥ 2,%3, etc., strokes cannot truthfully
describe the shape at the top of the glyph ; the 7%=

characters of oracle bone inscriptions are oeu and

*4;‘1;' 3. This special glyph of the record segment
and the nuances between the glyphs cannot be
combined and split simply by strokes. Some
combine the similar four-corner number retrieval
method with the configuration codes such as closed
curve stroke and its extension line structure , cross
stroke structure , discrete stroke structure, etc (Liu
Yongge and Li Qiang . 2020.) . The “Oracle Bone
Inscription Six-digit Code Search Font Library”
is based on these three aspects as the basis for
coding, but this search font library does not contain
as many glyphs as ours.The most difficult thing for
users is to learn this coding rule, which does not
meet our requirements in simplicity and efficiency.
Some use the method of dynamic description,
based on the coding and writing norms of modern
Chinese characters, using concepts and techniques
such as directed strokes and pen elements to
describe oracle bone inscriptions. (Li Qingsheng,
Wu Qinxia, Wang Lei . 2012.) . The premise of
this method is that the input must have a deep
understanding of oracle bone glyphs, and the
writing norms of modern Chinese characters are a
kind of rules with strong regularity and serious
symbolization, which is not very suitable for oracle
bone glyphs with strong realism.

Since oracle bone inscriptions have a high
degree of pictography, from the professional point
of ancient Chinese characters’ view, we hope to
provide the academia with a coding scheme that

2 Jia Gu Wen He Ji 6816

3 Jia Gu Wen He Ji 27888

4 Jia Gu Wen He Ji 584 front side

5> Jia Gu Wen He Ji 10405 front side
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conforms to the professional cognition of ancient
Chinese characters. We urgently need a set of input
method coding scheme that can be easily accepted
by professionals to the greatest extent, faithful to
the correct description of oracle bone inscriptions
as much as possible, and convenient for users to
learn and use.

2 A new design scheme of oracle bone

inscriptions input method
2.1 Technical route of oracle bone
inscriptions input method design

The Oracle Bone Inscriptions Input method is
designed using Microsoft 's Text Service
Framework ( TSF : Text Service Framework ). It is
a COM-based input method framework that does
not depend on specific input devices and can
support multiple languages. It provides a simple
and scalable technology for implementing text
input and natural language processing technology.
The text service framework includes three main
components : application, TSF manager and text
service. The architecture is shown in the following
figure.

Application

Text Store

Thread Manager

Document Manager

TSF Manager

Text
Service

Text
Service

Text
Service

Picture 1 : TSF architecture

“Application” refers to the application software
that supports and has adopted TSF, such as
Microsoft 's MS Office, Notepad and other word
processing programs. The application accesses
text by implementing a COM server that supports
a specific interface, and communicates with TSF
by using an interface exposed by the TSF manager.
Applications that support TSF do not need to
consider the specific details of the input method,
and can receive text input from the “text service”
to achieve a series of operations such as displaying,
editing, and storing text.

“Text service” refers to the text input processor,
which can be keyboard input, handwritten
recognition input or speech recognition input and
other input programs. After registering with TSF,
users can use language bar or keyboard shortcuts to
interact with the text service. The text service can
obtain text from the application or write text to the
application. Text services can also associate data
and attributes with text blocks. The oracle bone
inscriptions input method implemented in this
paper is a text service that inputs oracle bone
inscriptions characters through the keyboard.

“TSF Manager” is an intermediary between an
application and one or more text services,
implemented by the operating system to enable
applications and text services to share text. The text
service does not interact directly with the
application, and all communications are performed
through the TSF manager.

Oracle Bone Inscriptions Input method
implements the basic elements of TSF, such as
Thread Manager, Client Identifiers, Document
Manager, Edit Context, Ranges, Compartment,
Properties and Composition.

The “Thread Manager” is responsible for
completing the task of connecting the application
and the text service. These tasks include activating
or suspending the TSF text service, creating the
document manager, and maintaining the correct
association between the document and the input
focus.

The “client identifier ” is an identifier assigned
by the thread manager that is received and must be
maintained by clients such as applications and text
services. The client needs to provide its own
identifier when calling various TSF methods.

The continuous text stream created by the “edit
context” through the interface can be created by
the application and provided to the text service. In
some cases, the text service can also create an edit
context as needed.

The “document manager” is responsible for
maintaining the last-in-first-out buffer, and the
content stack stores the list of edited content
managed by the document manager.

An “input combination” is a temporary input
state that enables the text service to keep the
application and user input text in a state of constant
change. The application can obtain the display
attribute information of the input combination and
use this information to display the input
combination state to the user. The application
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determines how to display the text and what kind
of operation to the text according to whether there
is an input combination.
2.2 Coding scheme designed by oracle
bone inscriptions input method
Professor Huang Tianshu of Tsinghua University
presided over the press and publication of major
scientific and technological projects of the Chinese
characters project “H 4 % FE- Oracle bone
inscriptions collection and collation” ( 0610-
1041BJNF2328-03 ), its network platform has
been sorted out 12685 Oracle bone inscriptions, the
number of this glyph is the past Oracle Bone
Inscriptions Input method can not be compared. We
divide the 12685 oracle glyphs into two categories :
literate and unliterate, and encode them separately.
Among them, literate is divided into two
categories single component and multi-
component. Unliteracy is divided into three
categories : components that are identified but not
identified as a whole, some components can be
identified but the rest are not identified, and
components are not identified at all.
2.2.1 Coding scheme of identified glyphs
2.2.1.1 Coding scheme of single component
character
On the basis of “ natural classification ”
Mr.Huang Tianshu summarized and sorted out the
radicals of oracle bone inscriptions into four
categories R« N “R T and “other”
(Huang Tianshu. 2020.) . The “S4” refers to
all non-living and living things in nature, “Z& A\”
refers to the shape of people and their five senses
and limbs, “Z " refers to the products of human
wisdom, “other” refers to parts that cannot be
classified .For the input method itself, a constraint
condition is added to the limited coding position,
which can greatly reduce the repetition rate.
Therefore, we roughly divide the structure of
single-component characters into four categories :
W), %N, % 1., and others. According to the full

spelling of the first letter of the character “#”, and
WA

=
” in the following text, “v” is used to refer to “%
¥J” . According to this setting method, the other
three types of codes can be set as follows: “%
A ”corresponds to“r”,“% T.”corresponds to“g”,

“other” in

at the same time, in order to distinguish it from

and “other” corresponds to“t” (
Chinese is “FAf”, based on the full spelling of
the first letter of the character “f,” is “t”) . It may

be the first time in the history of input method
development to classify and encode single
component characters by natural classification.
We set this type of coding in the first place of the
input order. Because the identified characters in
oracle bone inscriptions generally have
corresponding interpretation opinions, there will be
corresponding pronunciations of regular script
characters in later generations. This pronunciation
also belongs to the important coding attribute of
single component characters in oracle bone
inscriptions, so we set the corresponding Chinese
pinyin spelling in the second place of the input
order. From the perspective of reducing the
repetition rate, under the constraints of the first two
codes, sometimes there may be situations where
the accuracy of the alternative characters is not
enough. For example, under the premise that the
expected input phonetic code “you” is added, the
input situation is divided into vyou , ryou , gyou ,
tyou. The corresponding vyou codes are “#”
“[El” etc., and the corresponding ryou codes are
“X7” “J” etc. Corresponding to gyou codes,
there are “B” “Ej” etc., corresponding to tyou
codes, there are “W1” “H” “BR” etc., and it
can be seen that the repetition rate is already very
low, but there are many variant characters of the
same character in oracle bone inscriptions. After
entering the coding, the number of options
becomes the number of variant characters of one
character plus the number of all variant characters
of another or two characters. The number is still a
lot. In the input method software or patents that
have appeared, there is no design for encoding
tones. The tone symbols and corresponding codes
we designed are listed below :
Intonation
High-level tone
(first tone)
rising tone
(second tone)
falling-rising tone
(third tone)
falling tone
(fourth tone)
Table 1 : Tones table
If we add the attribute difference of tone on this
basis. Coding becomes vyouy, vyoup, cvyous,
cvyoug, ryouy, cryoup, ryous, ryouq, gyouy, gyoup,
gyous, gyouq, tyouy, tyoup, tyous, tyouq and so on.
In this way, in the previous coding, except that the
characters “ % ” and “ & ” under the “gyou”

Coding
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p
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code are not distinguished, the characters under the
other three codes can be distinguished. Therefore,
the coding format of “ structure code +
pronunciation full spelling code + tone code” is
completely feasible.

In the following, we show some practical
examples of single component character coding.

Intermediate code Oracle Input
of “Hitp f» glyphs coding
0E9C7B H gzheny
0E9C86 I trenp
0E9CS88 p vyueq
0E9C79 a tdingy
0E9C75 B gzus
0E79E0 ¥ vyangp
0E79D1 ¢ rhuangp
0E86DA 5 vzhiq
OES6E9 ¥ vlaip
0E86D6 Y ITuoq

Table 2 : Single component characters coding table
2.2.1.2 Coding scheme of multi-component
characters
The classification of multi-component characters is
the most detailed. We divide the structure of multi-
component characters in oracle bone glyphs into 14
categories, and according to the general shape of
the structure, it is coded with English letters with
similar shapes : the left and right structure

corresponding code is “h” ; the corresponding
position of the upper and lower structure is “i—”,
and the corresponding code is “ z ” ; the
corresponding position of the full inclusion
structure is “ , and the corresponding code is
“ 0 ” ; the corresponding position of the upper
three-inclusion structure is “ i} ” , and the
corresponding code is “ n ”; the corresponding
position of the lower three-inclusion structure is
.17, and the corresponding code is “ u ” ; the
corresponding position of the left three-inclusion
"""" , and the corresponding code is

; the right three-inclusion structure

“ 9
C

corresponds to the position of “ " | and the
corresponding code is “ b ” ; the corresponding
position of the upper left contains structure is “/7”,
and the corresponding code is “ p ” ; the
corresponding position of the upper right contains
structure is “{7}”, and the corresponding code is
“q” ; the corresponding position of the lower left
inclusion structure

3

is “lL.”, and the corresponding code is “ 1 ; the
corresponding position of the lower right inclusion

structure is “ 7, and the corresponding code is
“j” ; the corresponding position of the covering
structure is “'=”, and the corresponding code is
“ f” ; The corresponding position of the upper,
middle and lower structure is “ == ”, and the
corresponding code is “ e ” ; the corresponding
position of the left, middle and right structure is
“[l1”, and the corresponding code is “ m ”. The
above-mentioned glyph structure and the
corresponding coded letters are set up on the basis
of the principle that the structural form of the first-
level component is as close as possible to the
letters .

We believe that the full-spelling syllable coding,
which conforms to the typing and recognition
habits of modern Chinese people, is very suitable
for encoding multi-component characters, but it is
also a problem to match the full-spelling coding
with what coding. Tone coding is very suitable for
distinguishing single-component characters. If
multi-component character coding is designed to
use tone coding on the basis of full pinyin syllables,
the distinguishing ability of this coding will be
greatly reduced. For example, in oracle bone
inscriptions, the multi-component characters with
pronunciation of fii are supported, ¥k, 7% and Hfj
etc., the three-character components are
completely different but cannot be distinguished.
In addition, some of the components in the multi-
component characters have been deformed and
voiced during the evolution of the glyph. The
changes in this component can not be distinguished
by the pronunciation of the characters. For example,
. characters are generally from the same H,
deformed into # ; { left component is deformed
into 5 (#) B, and the overall evolution is £ .
The above two aspects of coding problems, “full
spelling + tone” method is not able to solve.

Therefore, we add two coding items, the whole
glyph pronunciation and the disassembly
component pronunciation, to the structural coding,
that is, the coding format of “structural code +
disassembly component pronunciation full
spelling + whole glyph pronunciation full
spelling” . This three-stage coding design scheme
for multi-component characters
characters may be original.

of Chinese
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In the following, we show some practical
examples of multi-component character coding.

Intermediate
code of Oracle Input coding

“ipdppper | SRS
0E9C83 & zrourouduo
0E79D3 f zzhiwangwang
OE79DC % zshengmuxing
OE79D9 M nmianwanbin
OE86E4 g hyiliyi
0E9C42 i nmianshizong
0ES60E W mchiwujieyu
0E7342 2 ezhiweizhiwei
0E95E6 o ozhubeigu
0E9965 8 uzhikanchu
0E8765 B pyanziyou
0E94C5 7 fmeigemie
OES6AF ¥ fjiannvyan
0E7BD2 e broushitun
0E75F0 oweichuangzang

Table 3 : Multi-component characters coding table

However, there are some of the multi-
component characters that can be analyzed for
structure and components, but they cannot identify
the overall pronunciation of the characters. For the
convenience of coding, we classify all these
characters into the category of “ unidentified
characters” during coding, such as % can be
analyzed as K. and K, % can be analyzed as % and
K, S can be analyzed as H and 1 , but these are
not the exact overall pronunciation, we for the
convenience of coding, this kind of multi-
component characters into the category of literacy.

There are a large number of “&3C” in oracle
bone inscriptions. This kind of glyph refers to the
phenomenon of combining several original
independent glyphs into one glyph. For “&3” ,
although the identity of each part of the new glyph
is a character rather than a component, the
combination of “ & 3C” is actually similar to
“ multi-component character ” in terms of
structure. In order to take into account the
independent and common characteristics of “ &
X7, weregard “A3C” as an input method
structure category that can be independently
classified, and the subsequent coding writes the
pronunciation of each part according to the reading
order of “ & X ” , and the coding format is
roughly “w + split component full spelling” ,

The coding order of each character in “&3” is
arranged according to the order of reading.

When encoding the “#& 3”, we need to pay
attention to the following aspects some
combinations of “& 3C” are connected or even
have overlapping parts, such as X and ] is 4, #f
and 5l is £, I~ and H is B, = and 4 is ¥ , and so
on . Some combination methods are similar to the
“f2£” in the combination characters, such as K
and H is 1, Fi. and B% is¥, F. and ZF is % , @ and
A isPYand so on. Although some two characters
are separated, the ‘“character spacing” is slightly
closer than the normal character spacing, such as

K and JF is ¥, BF and 2% is ¥, #H and C isf2 and
so on , this is also the most common “&3” . In

some combination forms, one of the components is
separated, and even the separated components are
quite close to the other character. This kind of
combination is not easy to identify, such as i and
Ziis%, = and 4t is ¢, JiE and B is®&, B and T
is % and so on. Although some of the combined
texts are separated from each other, one of the
characters is simple, such as % and ¥ is &°. In
addition, in order to facilitate the explanation of the
rules of the input method, we also incorporate the
situation of “ B 3L ” into the category of
compound characters. At present, only one
phenomenon of “E X ” is found in oracle bone
inscriptions, that is, 5 and #i duplicate characters
is X .

In the following, we show some practical
examples of “A3L” coding.

Intermediate code Oracle Input
of “rhEF glyphs coding
0E8848 °A wzuding
0E8B2E wshangjia
OE7DOE S wshiyiyue
OE9A2E J wbaoyi
0E9A20 F wwubi
0E7D90 Wy wxiaogao
OESF1F i wyoujing
0E9AS82 ok wfuding
O0E977E & wxiaolao
0E94E3 ) wyouyou
0E8128 ¥ wsanniu
0E91FB " wliuyue
0E79C1 1 wwushi
0E7DCD ki wduozi

Table 4 : “£ 3 characters coding table
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2.2.2 Unidentified glyph coding scheme
2.2.2.1 All components are identified but
the whole character does not
identified
This part is relatively simple, although we do not
identify the pronunciation of the glyphs, do not
identify which glyphs they correspond to later
generations, but each component in the glyphs is
identified, so this part of the code can be coded
according to the “y + component” format, and the
pinyin of the component can be written in the order
from left to right, from top to bottom, and from
outside to inside.
In the following, we show some practical
examples of coding.

Intermediate code Oracle .
of “Hh s > glyphs Input coding
0E8618 i yyanripu
OE7786 S yyanripu
0E7966 T i yriyan
OE7D7E 9 HE yrishi
0E79A2 T H yriyuan
OE8F54 & K yyuhuo
0E906C f e yyuji
O0E7F03 PORES ybaohuo
0E93D9 B yzhuilihuo
0E9157 84 1T yzhebuhuo
Table 5 : All components are identified characters
coding table
2.2.2.2 Some components can be identified
but the rest do not.

In addition to the glyphs that are clearly fit
structures, we forcibly separate the uncharacterized
glyphs that may be part of the single body into
several parts for the convenience of the input
method design. The coding order of this part is
written in accordance with “y + identified
components + unidentified components” . The
order of identified components and unidentified
components is also arranged in the order from left
to right, from top to bottom, and from outside to
inside. The wunidentified components are
represented by the selection of 26 letters similar to
their shapes according to the specific glyphs.

In the following, we show some practical
examples of coding.

Intermediate code
Oracle .
of Input coding
13 ;F] i’ﬁ?ﬁ ” glyphs
OE7D86 * ytianoo
0E734D <0 ymunn

0E75E6 { ycaijie
0E9D74 Gl yhzhui
0E8858 ¥ yyux
0E79CB ¥ yyangmumin
OE9FF4/0E9118 ooa yiikou
0E7353/0E73A7 oy yyykou
0E8109 A yrioda
0E735D i yZuoyyou
0E7E94 @ yodao
OESFBO i} yochu
0E967A E ypanren
0E9683 o yshuio
OES82FA ) yxjie
0E73BF s ymjiewang
0E7D2D & yygan
0E8675 ¥ ywixing
0E7F13 2 yfuy
0E933C i ymuyx
0E95B2 X ykoukoux
OE74F1 i ywda

Table 6 : Some components can be identified
characters coding table

The middle part of the font of OE7D86 is like
“H”, and the closed semicircle on both sides is
replaced by two “0”.

The lower part of the glyph of 0E734D is “H”,
and the upper part looks like two upward raised
curved pens, so it is replaced by two “n”.

The left side of the font of 0E75E6 is “4™, and
the right side is both an undetermined and
inseparable component. The component on the
right side is composed of the head of “&” and
“ B» In this case, if the coding is designed
according to this splitting, the coding will become
very long, so we choose the “ B” which is easier to
identify to replace the component on the right side.

The lower part of the glyph of 0E9D74 is “H”,
and the upper part looks like “H”.

The upper part of the glyph of 0E8858 is “Fiy”,
and the lower part does not know what animal it
refers to. Because there are cross strokes in the
lower part of this component, and the repetition
rate of coding “yyux” is very low, we use “x” to
replace the following components.

The glyph periphery of OE79CB may be
“[L”. Although the inner component does not know
what it is, it can be forcibly disassembled into two
parts : “Z£” and “A”.

The left side of the glyph of 0E967A is “H ”,
and the right side of the component is not “ A but
still like the shape of human.
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The glyph of OE73BF has half part of the “F”, 0E850A 1 yiiixx
and the left half is like the kneeling figure. The OE7687 U yuu
upper side of the left component that cannot be split OE8326 ® ys
is like “m”, so it can be forced to split into “m+ 0E8327 8 ys

[ OE97F8 k yk

Part of the glyph of 0E8675 is an obvious “4T. OESE6F A yk

. 0E9172 & yx
the upper side of the non-separable part that almost
=i 1 o 0E9096 7 vy
encloses the “17” is like “w”, the lower side is like OE78FS s vl
“I”. OE78FD ] Y00
0E933C may be a single font. The top is “H” OESCS8A i yl
and “Y1”, and the lower part can no longer be split. O0E9F9B V vy
But the part like “th” js not “tH”, so we use the OE9FC3 = Y}{
approximate trident “Y” instead. Because the OE98B2 s yu
» o v - 0E7814 it yeo
repetition rate of encoding “ymuyx” is also very
) 2 0E8680 3 yto
low, the lower part is replaced by “x”.
. OE7E64 & yox
2.2.2.3 Components completely unidentified OETEAA il vi
In this case, we can only split these glyphs into OE7E3D m ym
several partg, and arrange the 'letters similar to each 0ES100 o yuu
part according to their order in the glyph. In order OE761F T vl
to make the input of this part of the glyph easier, OESOF6 7 vi
we try to arrange the parts with roughly similar OE7F29 i yi
shapes in the same letter as much as possible. OE818E d yf

In the following, we show some practical OE89F5 % ycj

examples of coding. 0E8A23 i3 ym
Intermediate code of Oracle Input OE8E21 ) yomx
“rhdpp EE” glyphs coding 0E8415 ¥ yoy
0E774A § YO000X Table 7 : Components completely unidentified
OE94F7 ¢ youx characters coding table
OESABY/OE97C5/0E72FC | £ ¢ # youuy In order to facilitate the reader to understand our
OE7ESE A ym ideas, we split the description of complex
OE8482 A yy characters . Due to space constraints, we list some
0E999E L yi of the more special examples to illustrate.
OE7BB3 ! yu According to the strokes, we can see that the
OE7180 ’E‘ yam upper two curved pens of 0E774A° form three
8?2]73];3 ; yyooa rings, and only “0” is a ring in the 26 letters.
Yooy Therefore, we have compiled three “0”, and there
OE8B2D L] yuooy . gy :
OETEDC 2 yox are two crossed strokes. The image of “x” is more
] ] 1 [13 2
OE9A2D/0E’275/0E96CF P Ew yox consistent, so tth character 12 codgd as “yooox f
0E778B 3 ymmy . From top to bottom, 0E94F7 is an 1r1}age.: of a
0ES32D Y yco ring, a “L1” shape, two eyes, and a combination of
OE97R3 i3] yhh a person’s upper limb and a frog’s lower limb. This
0E717C f1 yh glyph has many and obvious distinguishing
OE8283 i yi features. For the convenience of input, the part of
0E813C o yo the eye shape that can not be encoded. In other
0E899D w yww aspects, the “L_[” shape can be encoded by “u” ,
ggg;gg Sj yuo and the rest of the glyph is similar to “3%”, but the
YYyoo00 .. . €y 71
OETE23 v Y000y 26 letters are not similar to it, so the “x” with cross

% For the convenience of writing, we use the intermediate code
to replace the original character, and the corresponding
character can refer to the above table.
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stroke features is used to encode. So this character
is coded as “youx”.

From top to bottom, 0E8AB9 is a ring, two “[_|”
shapes, and the rest can be seen as an inverted “Y”
shape, so the character is encoded as “youuy” . The
glyphs OE97C5 and OE72FC look similar to
0E8ABY, so we think these three characters can use
the same code.

The shape of 0E8482 is similar to that of oracle
bone inscriptions “47” | but it should not be the
same character. The whole shape of this character
is three-line intersection, so it is encoded by the
letter “y” .

The shape of OE7180 is originally a single body,
but in order to facilitate input and avoid coding
repetition, we divide this font into two parts. The
top tip shape is like “A”, so we use “a” to encode
it. The lower part is like a bird spreading its wings,
which is similar to “M?”, so we use “m” to encode
it.

The shape of 0E8B2D from top to bottom is
approximately “L_[”, two circles, inverted triangle,
and other strokes. A vertical stroke is connected
under the triangle below, and they are combined
together to be similar to the “Y” shape, so the word
is encoded as “yuooy” . Similarly, the coding of
0E8B29 is “yooy” .

The glyph of OE7EDC can be divided into two
parts. The periphery is a circle, and the inside is
three lines that intersect at the same point. The
intersecting lines can still be encoded by “x” .
0E9A2D, OE8275 and OE96CF all have similar
characteristics, like the larger version of “H” . The
periphery of the three is basically closed and can be
coded with “0”.There are many dry cross lines at
the center of the font, which can be coded with only
one “x”. We use the same coding on the two types
of glyphs, which may lead to high repetition rate,
but there are few cases similar to OE7EDC glyphs,
and there are not many uncharacterized glyphs
similar to 0E9A2D,0E8275 and 0E96CF.Therefore,
these two types of glyphs are easy to distinguish in
the input process and will not affect the efficiency
of input.

Both 0E8326 and 0E8327 are on the & 4 22507,
and it remains to be further investigated whether
they are glyphs or characterization symbols.
However, the shape and composition of the two are
very strange. Like today’s one-stroke, it is not
common in oracle bone inscriptions. Because we
use “s” to encode the curved linear components of

the rope shapes in other glyphs, we also use “s” to
encode here.

3 Conclusion
According to our internal test program, the above
coding design is indeed feasible, and the coding
repetition rate is very low, which is conducive to
accurate search. The number of glyphs involved in
the input method coding scheme we designed is
unprecedented, so our coding design will be closer
to the real situation of oracle bone inscriptions than
previous coding designs. We try to provide a
coding scheme for the input method in line with the
professional cognition of ancient Chinese
characters. Therefore, we are different from the
previous design : the coding design is carried out
for different types of Oracle glyphs, and the
concept of “natural classification” is added to the
coding of single component characters. For the
unidentified glyphs, we also imitate the multi-
component characters as much as possible to carry
out the separation in line with the cognition of
ancient Chinese characters to encode, and use the
English letters to refer to the unidentified parts with
similar shapes. Not only that, we have also
implemented the coding form of “shape code +
phontic code” that has not been tried in the past.
The remaining number of variants that are not
often used is not a lot of unidentified glyphs.
Although some of these are not encoded according
to the knowledge of ancient Chinese philology,
there are still general rules to follow. For example,
we use “0” to refer to the closed form component,
“x” to refer to the cross part of the two lines, “y”
to refer to the trident part, “x” to refer to the
unidentified component that cannot be split
without increasing the repetition rate, and so on.
The design of o, x and y is similar to Oracle Bone
Inscriptions Six-digit Code Retrieval Font, but we
refer to it from the perspective of “component” of
ancient Chinese characters, not using the concept
of “stroke” of subsequent of Chinese characters.
Nevertheless, it still takes a lot of effort to form a
regular coding design for the unidentified glyphs.
At present, the learning manual matching the
input method formed on the basis of this coding
design is still in preparation, and the preparation of
the learning manual is the subject we will study
next. In the following research, we will improve the
part of the above coding design that is not
convenient for fast input, and try to fit the coding
rules with strong regularity as much as possible for
the unidentified glyph part.
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Abstract

This paper seeks to leverage translations of
Ancient Greek texts to enhance the
performance of automatic word sense
disambiguation (WSD). Satisfactory WSD
in Ancient Greek is achievable, provided
that the system can rely on annotated data.
This study, acknowledging the challenges
of manually assigning meanings to every
Greek lemma, explores strategies to derive
WSD data from parallel texts using
sentence and word alignment. Our results
suggest that, assuming the condition of high
word frequency is met, this technique
permits us to automatically produce a
significant volume of annotated data,
although there are still significant obstacles
when trying to automate this process.

1 Aims

This contribution aims at making active use of
translations of Ancient Greek texts in order to
improve results in automatic word sense
disambiguation (WSD). Section 2 outlines the
general research context, showing that decent
WSD in Ancient Greek is, in the current stage,
feasible if the system can be trained on annotated
data. Given the impracticality of manually
annotating word meanings to all Greek lemmas,
this paper explores the possibility of generating a
significant volume of annotations automatically.
Section 3 surveys related work both at the level of
our general aim — word-sense disambiguation of
Ancient Greek — and at the level of the
methodology we adopt for attaining automatically
annotated data for word-sense disambiguation, viz.
sourcing from parallel texts via sentence and word
alignment. After detailing the methodology
adopted (Section 4), we subsequently discuss the
results obtained, possible avenues for improvement
and perspectives for applications (Sections 5-7).

2 Research context: towards

onomasiological searches

It is generally known that in natural languages there
is not a one-to-one mapping between form and
meaning: one form or term can express various
meanings or concepts (e.g. ‘bright’ can refer to
light or intelligence) and vice versa (e.g. there are
various ways to express that a person is intelligent,
including ‘bright’, ‘clever’, ‘smart’ etc.). In
semantic theory, studying the various meanings
that a specific form expresses is called the
‘semasiological’ perspective, while studying the
various forms that can be used to express a certain
meaning 1is called the ‘onomasiological’
perspective (see Geeraerts, 2010).

This has important practical consequences:
while it is straightforward to query most annotated
corpora for specific terms, querying it for specific
concepts is usually far less straightforward (see, for
instance, Goossens, 2013). Most corpora have not
been annotated semantically, given that the
annotation is labor-intensive and often subjective,
and semantics is multifaceted. However, to avoid
manual annotation, one could make use of so-
called ‘vector-based models of meaning’ or ‘word
embeddings’, which retrieve computational
representations of meaning in a bottom-up manner
from a large, unannotated dataset (Lenci, 2018).

In the context of Ancient Greek, exploratory
studies of vector-based models for detecting
onomasiology have begun to emerge, starting from
the premise that these models can be harnessed to
identify words bearing a similar or related meaning
to a given target word (Keersmaekers and Van Hal,
2021 & 2022). In this case, if the researcher already
knows some terms that can express a particular
concept (say yAdooo and ewvn for the concept
‘language’), they can use these models to look for
terms that are similar to these target words and by
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doing so fully map the onomasiology of this
concept.

However, one complication is polysemy. When
using a vector-based model* to find the ten nearest
neighbors of the term yA®ooa, for example, the
results are all body parts, such as ovg ‘ear’, d80v¢
‘tooth’, 6pBaApndg ‘eye’, yelhog ‘lip” and @dpuy§
‘throat’. The explanation for this is predominantly
linked to the polysemy of yA®dooco, which can
denote both ‘language’ and ‘tongue’. The latter
meaning is particularly prominent due to the
corpus’s extensive inclusion of medical data, which
constitutes 14% of all training data, in which
‘tongue’ is more frequently referred to.

One possible solution is WSD: if we could
separate all tokens of yA@ooca that mean ‘tongue’
from those meaning ‘language’, we could look for
the nearest neighbors of yAdcco when only the
tokens meaning ‘language’ are taken into account.
Again, vector-base models can be employed for
this: indeed, several transformer-based embedding
models such as BERT (Devlin et al., 2019) do no
longer model the ‘general’ meaning of a word but
the meaning of a word in context. Such an approach
for Ancient Greek is discussed in Mercelis et al.
(Forthc.), using ELECTRA (Clark et al., 2020) as a
language model. When this model was used in an
unsupervised way, the results were disappointing,
possibly due to data sparsity. However, when used
in a supervised way, by finetuning the transformer
network, decent results could be achieved with
only about 150 training examples (for binary
meaning distinctions) or 300 (for ternary meaning
distinctions).

To overcome the problems related to the
acquisition bottleneck in obtaining annotated data
(Lefever et al., 2011: 320; Pasini, 2020), this paper
will discuss an automated way of creating datasets
for WSD, by exploiting parallel texts (Greek
original texts and English translations). This
approach initially involves aligning sentences.
Subsequently, within the aligned sentences,
individual words are aligned. This two-step process
will enable us to annotate polysemous words in
Greek with English labels, thus trying to get a hold
of their polysemy.

1 This example is retrieved from the vector models
described in Keersmaekers & Van Hal 2021, which are

3 Related work

3.1 WSD for Ancient Greek

While the problem of automatic WSD has been
tackled for decades already for English, interest in
computational semantics has only raised recently
for Ancient Greek, and the literature on this topic is
therefore very limited. The only studies that we are
aware of are Mercelis et al. (Forthc.), as discussed
in Section 2, and McGillivray et al. (2019). While
Mercelis et al. (Forthc.) directly explored
supervised and unsupervised WSD using large
language models, the angle of McGillivray et al.
(2019) is somewhat different in that they explore
how computational methods can be used for lexical
semantic change detection. Focusing on three
polysemous words (viz. ubc, apuovio and KOGHOG),
they explore their polysemy over time and genre
using a Bayesian topic model, and match the results
to manually annotated datasets of these words.

3.2 Word and sentence alignment

Word alignment used to be one of the key steps in
the process of statistical machine translation.
Statistical word alignment, represented by
GIZA++ (Och and Ney, 2003) formed a strong
baseline, which was only surpassed recently by
large language models such as BERT (Devlin et al.,
2019) and RoBERTa (Liu et al., 2019), based on
transformer techniques. Nowadays, attention
mechanisms in these large language models have
made the word alignment task obsolete in machine
translation pipelines. Nonetheless, in recent years
word alignment made a comeback, albeit not solely
in function of machine translation (Li, 2022). Our
paper can be situated in this newfound interest in
word alignment, as we focus on aligning words to
create datasets for WSD.

Li(2022) provides a comprehensive summary of
the history of word alignment, along with an
overview of potential strategies for executing this
task. Given that the word alignment task is
inherently multilingual, most approaches employ a
multilingual language model such as mBERT
(Devlin et al., 2019) or XLM-RoBERTa (Conneau
et al., 2020), which is then fine-tuned for the
alignment task. In our case, this is more complex,
given that Ancient Greek is in general not
incorporated in such multilingual models. Hence,

based on word vectors created using singular value
decomposition incorporating syntactic dependency features.
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we used the recently released PhilBERTa model
(Riemenschneider and Frank, 2023), a trilingual
model trained on English, Ancient Greek, and Latin
texts.

Yousef et al. (2022a) recently investigated
translation alignment at the word level, with a
particular focus on Ancient Greek. They utilized
multilingual embeddings from which they selected
the most similar pairs, signifying aligned words.
They employed two alignment techniques: the
approach of Jalili Sabet et al. (2016) and that of
Dou and Neubig (2021). While according to Li
(2022) both techniques handle the word alignment
task proficiently, the highest-performing technique
in Li’s (2022) dataset was a span-extraction model
by Nagata et al. (2020). This approach is widely
recognized for its application in Question
Answering, as the Stanford Question Answering
Dataset (SQuAD) (Rajpurkar et al., 2016) was
designed with this technique in mind.

Chousa et al. (2020) released a similar model —
also based on span-extraction — for sentence
alignment. This model achieved state-of-the-art
results on various modern language combinations
(German — English, French — English, Japanese —
English), beating previous approaches such as
VecAlign (Thompson and Koehn, 2019).

3.3 Translation alignment for WSD

Parallel texts have a long-standing tradition in
WSD, with its roots traced back to the work of Ng
et al. (2003) (cf. Pasini, 2020: 4939 for more
details). Our approach in this contribution is
bilingual, viz. Ancient Greek — English. Over the
past decade or so, there has been an emphasis on a
multilingual rather than bilingual approach to
parallel corpora for WSD (see e.g. Lefever et al,,
2011). Most of these approaches rely on the
massive European parliament corpus (see, e.g.
Delli Bovi et al., 2017). Rather than concentrating
solely on direct annotation transfer on the token
level, certain researchers propose a more holistic
approach. This involves taking into account the
wider context provided by the entire parallel
corpus, rather than merely focusing on parallel
sentences (van der Plas and Apidianaki, 2014).
More recently, scholars have proposed multilingual
approaches in which translation parallels are
replaced with propagation methods. Starting from

2 Data taken from https://github.com/PerseusDL/canonical-
greekLit.
3 https://alpheios.net/pages/tools/

contextualized word embeddings in English and
relying on multilingual data from knowledge bases
(such as WordNet and Wikipedia), such approaches
can automatically generate training data for
languages without labeled data for WSD (Barba et
al., 2020). Recent research has also pointed out that
the generation of translations can improve the
quality of WSD (see e.g. Luan, 2020).

4 Methodology
4,1 Data

In our undertaking Ancient Greek is the source
language and English the target language, given the
abundance of English translations and manually
aligned data. For our source language, we started
from the GLAUx corpus (Keersmaekers, 2021),
which encompasses approximately 32M Greek
tokens, spanning roughly from the 8th century BC
to the 4th century AD. As for the target language,
the majority of our English data was drawn from
the Perseus project (Smith et al., 2000).2 However,
we also incorporated openly accessible online
editions for certain lengthy texts not available in
Perseus, such as Dionysius of Halicarnassus’s
Roman Antiquities. Both the GLAUX data and the
English translation data incorporate information
about the texts’ structure (e.g., division into books,
chapters, sections, verses, etc.). This facilitated the
alignment of ‘paragraphs’ in both languages. We
use the term ‘paragraph’ loosely here, referring to
the shortest shared structural unit between the
Greek text and its translation, which can be, for
instance, a section, chapter (if no sections are
provided), or, in the case of poetic texts, a group of
verses. In total, we were able to link around 7.2
million Greek tokens (approximately a quarter of
the GLAUx corpus) to an English translation.

We trained word alignment models using data
from the Alpheios project® and from the UGARIT
project (Yousef et al., 2022b) as training data
(66929 tokens). For the sentence alignment task,
we used the same data sources, supplemented with
Pedalion data (Keersmaekers et al., 2019), as well
as a parallel New Testament corpus and data from
the Greek Learner Texts Project.* In addition to this,
we also annotated data ourselves. In total, this
amounted to 15178 training sentences.

4 See https://greek-learner-texts.org and
https://github.com/jtauber/plato-texts.
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During the development stage, we assessed the
word alignment task using the same gold standard
data (5076 tokens) employed by Yousef et al.
(2022a). This facilitated a direct comparison of our
results with their work. We evaluated the sentence
alignment model using our own held-out data (879
sentences). This dataset was the most appropriate
for evaluating performance as it consisted of
parallel paragraphs, whereas for other datasets, we
were forced to artificially combine sentences into
existing or sometimes even entirely new
paragraphs (fixed at a length of 10 sentences), since
they did not provide paragraph data. Given the
length of some of these paragraphs in our
evaluation dataset, this dataset posed a significant
challenge for the model in accurately predicting
sentence alignments.

4.2 Sentence alignment

Our target corpus, GLAUX, is paragraph-aligned,
requiring us to first conduct sentence alignment to
enable word alignment within these sentences.

Segmenting Ancient Greek paragraphs into
sentences is a straightforward process, given the
existence of meticulous editions of the available
texts and the general lack of abbreviations that
might complicate splitting at full stops. Thus, our
aim is to extract the English sentences that
correspond to a particular Ancient Greek sentence
from an entire English paragraph.

To achieve this, we employ a span-extraction
approach, based on the work of Chousa et al.
(2020), as discussed in Section 3.2. This method
represents the state-of-the-art approach and is
methodologically quite similar to the word
alignment model. The key distinction lies in the
focus of extraction: tokens from sentences in the
case of word alignment, and sentences from
paragraphs for sentence alignment.

4.3 Word alignment

As noted earlier, there are several strategies for
word alignment. For this task, we selected the span-
extraction approach as well. This method was the
top performer in the study by Li (2022),° and it
utilizes annotated data, to which we had access.
Additionally, choosing a different approach to
word alignment than Yousef et al. (2022a) allowed
us to compare the outcomes.

5 Note, however, that the target languages of these studies
are all modern languages that are less inflectional than
Greek and can utilize larger language models.
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For each pair of parallel sentences, we used the
English sentence as the context. Then, for every
token in the Ancient Greek sentence, we treated
this sentence as a ‘question’, similar to the
terminology used in SQuAD. In this sentence, the
current token was demarcated with a special
separation token. Both the context and the
‘question’ were processed by a PhilBerta model
(Section 3.2), fine-tuned for the span-extraction
task. The model then predicted the start and end
indices of the corresponding English token in the
context, or the English sentence, thereby aligning
the Ancient Greek and English tokens.

Upon completing this process, we secured a
corpus that was aligned at the word level.

Lemma’s Frequency band
YA®oG; AOYOS; pmvN 1

pripo 2

Table 1: Linguistic terms.

Lemma Frequency band
aiobnoig; Katoldw; 1

AALOTPIOG

Biotog; amavtdw; papds 2

1076G; avim; ENpog 3

Table 2: Randomly selected terms.

4.4  From translation alignment to WSD

To investigate how useful the word-aligned results
are for WSD, we created two test sets of (a) words
referring to metalinguistic concepts and (b)
randomly selected polysemous words, as shown in
Tables 1 and 2 respectively. The first set of words
was handpicked by our team, as this work was
initiated within the framework of a project focused
on the onomasiology of linguistic concepts. The
second set was chosen to extend the validation of
our approach beyond the confines of this specific
project. To be precise, we utilized the word list by
Van Hal (2013), which provides information on the
frequency (in four frequency bands) and polysemy
of various Greek words, excluding those that are
extremely common. From the first three frequency
bands of Van Hal (2013), we randomly selected one
noun, one adjective, and one verb.



Next, for each of the target words listed in Table
1-2, we extracted the word alignments retrieved
with our automatic models. The results were quite
messy, containing many one-to-many alignments
(likely due to our training data): an example
(YAdooa) is shown in Table 3. Additionally, they
contain inflected forms (‘tongues’) as well as
function words such as articles and prepositions,
due to linguistic differences between the two
languages (i.e. Greek uses case marking, does not
have an indefinite article and uses definite articles
differently from English etc.). We therefore further
cleaned the data by (a) tokenizing the results, (b)
removing punctuation, (c) removing stop words
and (d) lemmatizing each word in the results, using
the  NLTK  packages  stopwords  and
WordNetLemmatizer (Bird et al. 2009). After doing
so, we further removed noise by calculating the
frequency of each remaining lemma and removing
all the lemmas that occur less than 1% in the total
results. An example of the final output for yYA@coo
is given in Table 4. Although the table still contains
some noise (e.g. the adjectives ‘rare’, ‘good’ and
‘ordinary’), most of the results are clear
translations of the word yA®oaoa.

Nevertheless, the results contained several
synonyms or very closely related words (e.g. ‘lip’
and ‘mouth’ in Table 4). To use these results for
WSD, they therefore need to be clustered in some
way. In order to obtain a first idea which criteria the
clustering should use, we performed the clustering
manually, although automatic clustering is
obviously necessary if one wants to scale up this
approach to the full Greek corpus. Concretely, we
used both frequency and meaning relatedness as
criteria: in all cases, we clustered very closely
related meanings (i.e. near-synonyms) together, but
also clustered meanings when they were only
somewhat closely related but were infrequent. In
other words, we used a pragmatic criterion: if there
were too little examples of a specific meaning, it
would be problematic to learn this meaning
through WSD, so it would be worth it to combine
them with examples of another related meaning,
even if some meaning granularity was lost by doing
so. We did not assign irrelevant words to a cluster
(e.g. ‘rare’, ‘good’, ‘ordinary’ in Table 4), but
simply discarded them from the dataset. The results
of the manual meaning clustering can be seen in
Tables 5-8 in Appendix. To create a final dataset for
WSD, for each cleaned up word alignment we
checked if it contained any of the words assigned

to one of the clusters, and if not, the example was
discarded. Next, one could use these results to train
models for WSD, take the tokens from the Greek
corpus that were assigned to one of the meanings
that they are interested in (e.g. the linguistic
meaning of yYA@ooa in our case) and calculate the
nearest neighbors based on these tokens, as detailed
in Section 2. However, we did not perform this step
in the scope of this paper.

Alignment # Alignment #
tongue 57 my tongue 5
the tongue 18 in a tongue 5
tongues 11 of 5
with tongues | 9 the tongues 5
a 7 speech 4
of the tongue | 6 a tongue 4

5 lips 3
his tongue 5

Table 3: Example of word alignment results:

YADOGO.
Alignment # Alignment #
tongue 168 | language 4
word 15 good 4
speech 12 voice 3
rare 8 mouth 3
lip 6 ordinary 3

Table 4: Cleaned results of yl@oca

5 Results

5.1 Sentence alignment

Firstly, we evaluated the model on the held-out data
described in Section 4.1. This resulted in an
accuracy (exact matches) of 73% (644/879). The
Fl1-score, which also takes into account partial
matches, was 86%.

Since such a quantitative evaluation can be
misleading (since the test data might not entirely
match our target corpus), we also manually
conducted an evaluation of sentence alignment
performance using 133 sentences from the target
corpus chosen at random. The accuracy was 65%
(86/133), somewhat lower than the 73% of the
automatic evaluation, indicating that these results
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might be too rosy.® Out of the remaining 35% of
sentence alignments that were not correct, half of
them (25/47) were partially correct, i.e. the Greek
sentence contained the English translation but
included more text, or vice versa.

The size of the training corpus at the sentence
alignment task appears to be of great importance. It
was our hypothesis that non-problematic
corresponding sentences (in a 1-to-1 ratio, i.e.
without Greek sentences that are mapped to
multiple English sentences, or vice-versa) that
were combined into artificial paragraphs (cf.
Section 4.1) would contribute little. This turned out
not to be the case. A model trained on data without
these artificial paragraphs performed significantly
worse, with an accuracy of 43% and an F1-score of
41% on the held-out data.

5.2  Word alignment

In contrast with the results shown in Li (2022), the
span-extraction approach implemented in our
model performed worse than the approach of Jalili
Sabet et al. (2016) and Dou and Neubig (2021), as
used by Yousef et al. (2022a). The comparison is
difficult however, as they not only used another
alignment approach, but also utilized another
training dataset. Their best-performing model
achieved an Fl-score of 81.5, and an Alignment
Error Rate (AER) of 18.7. It is, however, not
exactly clear how the metrics are computed, viz.
how punctuation and source words that do not have
an alignment (e.g. untranslatable particles) are
exactly handled. In the gold dataset, tokens without
alignment are not annotated. Thus, it is not clear
whether they are included in the evaluation or not.
The scores including these source tokens and
punctuation, are an F1 of 47.7 and an AER of 43.5
(5076 tokens in total). If we leave these out, the F1
score rises to 59.6, and the AER is 35.9. For the
scope of this project, the former evaluation is the
most important, as the WSD task is mainly
interested in content words such as verbs, nouns
and adjectives. In contrast with these part-of-
speech classes, the left-out tokens are mainly
punctuation marks and untranslatable particles,
which are of less importance for the WSD task.

6 Although the differences are barely statistically
significant, with p=0.05 with Fisher’s exact test.

5.3 Manual clustering of the results

The results derived from applying word alignment
and subsequently manually clustering them, as
outlined in Section 4.4, are presented in Tables 5-8
(found in the Appendix). A notable observation is
that a considerable proportion of the data,
accounting for 49% of all aligned tokens on
average across all target words, included many
translations that could not be neatly clustered
(labelled as “other’ in these tables). This percentage
varied from 24% (for puap6g) to as high as 84% (for
i610¢). These typically fall into two categories: (a)
words that were excluded by the frequency filter
(see Section 4.4) or (b) incorrect word alignments.
Concerning category (a), there are instances where
the frequency filter eliminates relevant terms. A
case in point is ‘Latin’ for yA®ooa, which was
filtered out despite clearly referring to the linguistic
sense of YA@ooa (contextually appearing in ‘Aéyewv
ikovag ékatépav yAd@ttay’ which was roughly
translated to ‘to speak both Latin and Greek
fluently’). Conversely, when the frequency filter is
not used, the data evidently becomes cluttered with
irrelevant results. For instance, some of the single-
occurrence results for yAdooa include ‘she-bear’,
‘of frigidity’, and ‘power of lubricating’, which are
unquestionably incorrect translations for yYAdGoo.
Given that translation alignment at both the
sentence and word levels only reaches a respective
F1-score of 86 and 60 percent, it is inevitable that
the data will contain numerous errors, resulting
from either inaccurate sentence or word alignment.

Since the frequency threshold was relatively
low, for less frequent words (viz. Biotog, papoc,
iotog, and avdw) no words were filtered out,
allowing us to assess how many alignment pairs
were relevant for the task described in this paper.
As can be deduced from Tables 5-8, for Biotog40%
of all alignments were irrelevant, for papog 24%,
for iot6g 84% and for avom 67%. This averages out
to 54%, meaning that only half of the alignments
were relevant for compiling a WSD dataset.

This has serious consequences for the
possibilities of automating this approach. On the
one hand, the frequency filter was absolutely
necessary, given the amount of noise present in the
data, which would make automatic clustering
problematic. On the other hand, if an absolute
frequency filter would have been used (e.g.
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filtering out translations that occur less than 3
times), this would lead to data sparsity for less
frequent words. Therefore an obvious solution
would be expanding the data, either by improving
the alignment results or by adding more parallel
English translations to the data.

On a brighter note, this method is clearly capable
of retrieving a sufficient number of relevant
examples for more frequent terms, thus creating a
useful dataset for WSD. Nevertheless, there are
several important considerations. Firstly, it is worth
noting that the manual clustering was highly
subjective: another researcher may well have
grouped the words differently than we did. In such
instances, an automatic clustering method might
offer greater objectivity, even though automatic
methods carry their own inherent biases. Generally
speaking, the use of parallel translations is more
effective when meanings can be more clearly
differentiated (e.g., in the case of iotdc, where there
is a stark difference between ‘mast’ and ‘loom’),
rather than when the differences are somewhat
vague (for instance, for Adyoc, the distinctions
between ‘word’, ‘statement’, and ‘report’ are not
always easily discernible).

Secondly, the level of granularity that is possible
to distinguish is dependent on the number of
examples for a specific sense, especially when
taking into account that some senses are more
present in the data that we are using than other
senses. While for Adyoc many fine-grained
distinctions can be made, for yA®oco only a
general ‘linguistic’ sense can be distinguished,
conflating the translations ‘voice’, ‘speech’,
‘language’ and ‘word’. Meanwhile, for some WSD
is not possible at all: for &npdg all translations
pointed to ‘dry’ (while the word also has other
meanings in Greek, such as ‘slim’ and ‘harsh’).

Finally, one obvious issue is that this method
assumes that the English translation equivalents do
not have the exact same sense ambiguity as the
Greek words. This does not always hold true. In the
yAdooa-case, for instance, the English term
‘tongue’ can occasionally signify ‘language’, as
exemplified in phrases like ‘mother tongue’. This
interpretation is also found in some of the more
antiquated translations within our corpus. Another
example is oicOnoic, where ‘sense’ in English is
similarly ambiguous between the meaning
‘sensation, perception’ and ‘faculty for
experiencing the outside world’. This issue could
be solved in multiple ways, e.g. by using parallel

translations from other languages that do not have
this sense ambiguity. Alternatively, WSD could be
conducted on the English data. However, this adds
another automated step, which may potentially
compromise the quality of the final results.

6 Avenues for better results

6.1 Improving alignment

Clearly, as the previous section demonstrates,
inaccurate alignment results significantly curtail
the volume of data that can be employed for WSD.
Therefore, enhancing automatic alignments is a
vital step towards further improvements.

On a foundational level, our work relied on an
existing multilingual RoBERTa model, namely
PhilBerta. However, given potential mismatches
between the data format of PhilBerta and GLAUx
data (for instance, in terms of Unicode encoding of
accents or tokenization), it might prove beneficial
to adopt an English-Greek model that is more
closely attuned to the GLAUx data.

Regarding sentence alignment, potential
improvements could be realized by augmenting the
training data. Considering our current training set
is rather limited (comprising 15,178 sentences),
expanding it is one possible avenue for enhancing
results (a step we are presently exploring; cf.
Section 6.4). However, this inevitably entails a
significant amount of manual work. An alternative
strategy is to refine the alignment method itself.
Our current method relies solely on word
embedding information. While this might function
effectively for language models with extensive data,
Greek embedding models could be too sparse to be
effectively deployed in isolation. Supplemental
information might thus bolster the results, such as
sentence position within a paragraph (naturally,
Greek and English sentences tend to occupy similar
positions within identical paragraphs) and the
frequency of matches between the English
translation of a Greek word, using a bilingual
dictionary, and the English sentence. Moreover,
the word alignment task could inform sentence
alignment: very low probabilities in word
alignment might signal that sentence alignment has
misidentified a sentence. Lastly, an entirely
different approach than the one employed in this
study could also be considered. Adopting an
unsupervised approach like VecAlign (Thompson
and Koehn, 2019) could address the problem of
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having to depend excessively on annotated
examples.

Given that our method for word alignment is
based on the same technique as sentence alignment,
all the above considerations hold true for the
former task as well. However, manually annotating
word alignment proves to be even more labor-
intensive than sentence alignment. Hence,
unsupervised models may prove particularly
advantageous for this task.

6.2 Improving the clustering

While the alignment results could be improved
further, the task is inherently challenging and it is
therefore likely that a significant amount of noise
will always persist in the data. Thus, it is vital to
implement effective techniques for filtering this
noise. The simple frequency filter used in this study
could potentially be too restrictive in some
instances, such as with the Greek word papoc,
which has several one-time translations for the
concept ‘miserable’. To address this, we might
consider semantic similarity (operationalized
through language models) as an additional criterion,
specifically by  including low-frequency
translations if they show substantial semantic
similarity to a higher-frequency translation.

For this study, we manually performed the
clustering, but naturally, automatic clustering is
necessary if we aim to extend this approach to the
entire Greek corpus. A feasible method might
involve clustering words with similar static
embeddings in English.

6.3 Alternative methods

The applicability of new techniques for WSD and
translation alignment, as discussed in Section 3.3,
to Ancient Greek remains uncertain. When it
comes to multilingual approaches, there is a
scarcity of multilingual parallel corpora featuring
Ancient Greek, with the exception of Biblical texts.
However, repositories like <remacle.org> and
hodoi elektronikai <hodoi.fltr.ucl.ac.be> could
facilitate the creation of a trilingual Greek, English,
and French corpus. The potential of propagation
methods (which necessitate knowledge bases) and
automatic translations in enhancing WSD in
Ancient Greek is unclear.

7 For sentence alignment, the accuracy rose from 73% to
85%, while the F1 score increased from 86% to 92%. For

One reviewer commented that instead of the
method proposed in this paper, one could collect
training data from dictionaries, as was done by
Bamman and Burns (2020). Indeed, this was the
strategy we initially pursued, using a digital ver